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Forever young:  

No “critical period” for speech learning ability  
Ocke-Schwen Bohn 

Aarhus University, Denmark 

 
Keywords:   — nonnative speech learning, age factor in language learning, Critical Period Hypothesis 

I. INTRODUCTION 

At first sight, it may appear as if the ability to produce and perceive the sounds of a nonnative language inevitably declines with 
age. This superficial impression has often been interpreted as providing support for the Critical Period Hypothesis (CPH), which 
claims that language learning ability is severely compromised after puberty because “the brain behaves as if it has become set in its 
ways” [1].  

This presentation addresses three problems which any maturational account of assumed age difference in language learning (like 
the CPH) encounters: First, that “age” is a variable that may (or may not) be associated with biological and psycholinguistically 
relevant maturation or, more plausibly, with differences in the quality and quantity of linguistic input across the life span. Secondly, 
the presentation will review empirical findings which address the question of whether successful speech learning is restricted to a 
prepubescent window of opportunity. The conclusion from this review is that studies which seem to provide support for the CPH 
are often flawed either because of confounding variables (e.g., differences in language experience between young and older 
learners) or because of misleading data analyses and presentations. Third, this presentation will present recent evidence from our lab 
on the ability of seniors (60-78 years old) to restructure their sound systems in a perceptual training regime. Comparisons with 
younger trainees revealed no age differences in the efficacy of training (i.e., increase in perceptual accuracy) and no age differences 
in the training trajectory over 10 training sessions.  

The presentation concludes that the existing evidence strongly supports one of the main tenets of current models of nonnative 
speech learning, the PAM-L2 [2] and the SLM-r [3], which claim that speech learning ability remains intact across the life span. As 
far as speech learning ability is concerned, time is ripe to recognize Critical Period Hypothesis for what it is: a neuromyth [4].  

 

REFERENCES 

 
[1] E. H. Lenneberg, Biological foundations of language. New York: Wiley 1967. 

[2] C. T. Best and M. Tyler. "Nonnative and second-language speech perception," in Language experience in second language speech learning, O.-S. Bohn and 
M. J. Munro, Eds. Amsterdam: J. Benjamins, 2007, pp. 13-34. 

[3] J. E. Flege and O.-S. Bohn. "The revised speech learning model (SLM-r)," in Second language speech learning: Theoretical and empirical progress, R. 
Wayland, Ed. Cambridge: Cambridge Universitry Press, K Macdonald et al. 2021, pp. 3-83. 

[4] K. Macdonald et al. “Dispelling the myth: Training in education or neuroscience decreases but does not eliminate beliefs in neuromyths,” Frontiers in 
Psychology 8, pp. 1314, 2017. 
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Navigating the search for ‘normal’ in children’s 

speech and language disorders 
Sofia Strömbergsson 

Karolinska Institutet, Sweden

Keywords — clinical phonetics, speech pathology, speech acquisition 

I. INTRODUCTION 

The number of correct consonants, or the number of correct grammatical inflections in children’s utterances, are examples of 
measures of speech and language competence in children. In speech-language pathology research, measures like these are central in 
quantifying speech and language difficulties, and in separating groups of children who have a speech/language disorder from those 
who follow a typical trajectory. And in clinical practice, measures like these form the basis of developmental milestones, to which 
the observed speech and language in a specific child are compared. Producing canonical babbling by 10 months [1], combining 
words by 24 months [2], and having acquired the majority of Swedish consonants by the age of 5 [3], are all examples of such 
milestones. In clinical practice, the comparison to norms is important when identifying risk for later difficulties, and deciding 
whether intervention is needed. In this talk, I will examine the potential conflict between measures used when identifying disorders, 
and what aspects of speech, language and communication actually matter in daily life for children with speech/language disorders. 

II. CORRECT/INCORRECT SPEECH 

At a closer look, the boundary between ‘correct’ and ‘incorrect’ is rarely clear-cut. The assessment of whether a consonant is 
produced ‘correctly’ or not involves a reduction of phonetic detail that may convey different degrees of ‘correctness’ [4]. This 
reduction of detail may obscure important insights into a child’s phonological competence, as evidenced in observations of covert 
contrast [4], [5]. ‘Covert contrast’ refers to when a child expresses a measurable phonetic distinction between speech sounds, which 
goes unnoticed to the assessor – or which, at least, is not documented in transcription. In other words, the way we document 
articulation will affect how we characterize children’s speech.  

Information concerning communication in daily life is an integral part of clinical assessment. For children with speech 
difficulties, clinicians routinely collect information from caregivers concerning how children make themselves understood in 
everyday contexts. A well-established instrument for such assessment is the Intelligibility in Context Scale (ICS) [6], which can be 
used to identify departures from expected development. However, closer inspection is needed for understanding when and why 
intelligibility is disrupted [7]. Assessments of intelligibility rely not only on information in the speech signal, but also on the 
assessor and their degree of training [8], their experience with the target language [9], and their familiarity with the speech material 
[10]. One may question, therefore, whether speech-language pathologists (SLPs) are indeed representative assessors of speech 
intelligibility. At least, one might acknowledge a need to calibrate SLP assessments against other listeners’ assessments.  

When used as a descriptor of speech, ‘intelligibility’ presumably reflects how much an ‘average listener’ can decode from the 
speech signal. Given the variability between listeners, this requires input from a panel of listeners [11]. And to include not only 
expert listeners (such as SLPs) in assessments, task instructions need to be understood without prior training. Furthermore, 
evaluation methods that allow real-time collection of responses may be preferred over those that require, for example, listeners 
transcribing what they perceive. In our research, we have introduced Audience Response Systems (ARS)-based assessments as a 
window into listeners’ perception of disordered speech. The ARS-based method allows intuitive task instructions and real-time 
response collection, thus meeting at least some desirable methodological features. We have used the ARS-based method in 
assessments of voice [12], and in assessments of speech produced by children with speech sound disorders [13], [14], with listener 
panels including experts (SLPs), lay adults, and children. We found no systematic differences between experts and lay listeners in 
their evaluations of intelligibility; at least in this task, SLPs seem to be representative of other listeners [13].  

The ARS-based method has also served as a window into listeners’ evaluation of acceptability, that is, the perceived 
“differentness” of children’s way of speaking. Just like reduced intelligibility, reduced acceptability is a threat to successful 
communication for children with speech disorders [14]. Compared to intelligibility, however, acceptability is considerably less 
studied. The ARS-based method allowed us to investigate acceptability and intelligibility in parallel, and to compare the two 
constructs with reference to the same continuous scale. As expected, listeners reacted more frequently to speech sounding 
‘awkward’ than to not understanding the spoken message [14]. In terms of listener differences, children appeared less critical in 
their evaluations than the adult listeners [14].  
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To conclude, developmental norms of children’s articulation and intelligibility are important when identifying children in need 
of clinical intervention. However, documentation underlying norms often obscures detail. Also, norms depend on who gets to set 
the boundary between ‘correct’ and ‘incorrect’, and between ‘intelligible’ and ‘unintelligible’. As such, developmental norms 
should be handled with care. 

III. CORRECT/INCORRECT LANGUAGE 

Developmental Language Disorder (DLD) is common in children and can have long-term consequences for academic 
achievement and psychosocial well-being [15]. Identifying DLD during preschool years can therefore be important for mitigating 
an adverse developmental trajectory. For that purpose, comparing observed language in a child to developmental norms concerning 
for example vocabulary and grammar is important. But similarly to developmental norms concerning speech, norms concerning 
language depend on who sets the norms. Also, their insensitivity to detail makes existing norms ill-fit for tracking potential progress 
in children with limited verbal language, such as in children with DLD. 

In our research group, we are exploring multimodal language-sample analysis as a way of tracking language development in 
children with severe DLD. For these children, intervention is often not limited to strengthening verbal language, but also aims to 
encourage communication via alternative means, like gestures, manual sign and/or pictures. I will present an insight into our 
ongoing work, as a case in point illustrating the value of sensitivity to more fine-grained aspects than ‘correct’/’incorrect’. 

IV. CORRECT/INCORRECT – TO WHOM? 

Finally, I hope to encourage reflection concerning the seeming dissonance between the measures we use, and what actually 
matters for children with speech/language disorders and their families. When asked what their preferred outcomes of intervention 
are, children themselves rarely mention consonants or grammatical inflections, but rather aspects like having fun with friends, being 
listened to, and not being teased [16]. And parents raise aspects like social inclusion, friendship and independence [16]. To 
clinicians, these perspectives are probably very familiar, but as researchers, we might need to remind ourselves of the potential gap 
between the topics we study and what impact they have in the lives of children with speech/language disorders. 

Re-evaluation of historical SLP practices and attitudes sheds light on cultural biases against marginalized groups [17], calling 
previously held truths about what is ‘normal’ and what is ‘abnormal’ into question. As active in the field of children’s 
speech/language disorders, relying on norms based on decisions of what is ‘correct’ and what is ‘incorrect’, we should at least 
expose ourselves to such perspectives, and ask ourselves whose perspective we represent and why. 
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Perturbations of the flow of a speaker’s speech, such as filled and silent pauses, repetitions, self-interruptions and sound 
prolongations, occur with relatively high prevalence in the speech of people who stutter (‘dysfluency’). They are also present to 
differing extents in the spontaneous speech of normally-fluent speakers (‘disfluency’) (e.g. [7]), yet the speaker-specificity of such 
features has received little attention in phonetic research. Aspects of speech such as filled and silent pausing may play a part in the 
planning of speech (e.g. [2]) and therefore may be influenced by psycho- or socio-linguistic demands, thus they have strong 
potential for individual variation. Other breaks in fluency such as repetition, prolongation or self-interruptions might also function 
as part of the speech planning process and be difficult to control consciously, thus offering a further source of individual variation. 

Analysis of individuals’ use of disfluencies has great potential for application in forensic speaker comparison cases, in which 
voice recordings each of an unknown speaker committing a crime and of a suspect are compared with a view to assessing the 
likelihood that the same speaker is on both recordings. The bulk of the literature investigating speaker-distinguishing properties of 
phonetic features for forensic applications has focussed on variables which bear a direct relationship with a speaker’s anatomy, for 
example fundamental frequency which reflects the length and mass of a speaker’s vocal folds, or formant frequencies which reflect 
the dimensions and configuration of the vocal tract (see e.g. [1]). Investigating the speaker-distinguishing potential of disfluency 
features focusses on a very different aspect of a speaker’s performance: speech features which are behavioural rather than 
anatomical. As well as the phonetic theoretical reasons for investigating the speaker-specificity of disfluency features, these features 
are largely realised through the temporal domain and therefore generally well-preserved in the poor recording conditions of forensic 
cases where background noise and telephone transmission (with its reduced bandwidth) are typical. This is in contrast to the 
‘anatomical’ features mentioned above which are conveyed through spectral (frequency) information for which adverse recording 
conditions are more problematic. 

This talk will present findings from an ongoing programme of research by McDougall and Duckworth into individual variation 
in fluency behaviour and its application in forensic speaker comparison casework. The TOFFA framework ‘Taxonomy of Fluency 
features for Forensic Analysis’ devised by McDougall and Duckworth [3, 4] for quantifying individual differences in disfluency 
will be outlined and results from studies applying TOFFA to a number of forensically relevant datasets will be presented, 
considering the effects of important factors such as speaking style and (lack of) contemporaneity of recording session, as well as 
variation across different accents of a language (e.g. [5]). 

The talk will also illustrate the application of TOFFA to forensic casework practice, using a number of example cases where 
analysis of disfluencies was of key importance. These cases come out of collaborative work conducted with J.P. French Associates, 
United Kingdom, a forensic phonetic consultancy where the TOFFA framework has been applied to characterize disfluency usage 
in forensic speaker comparison cases for a number of years [6]. Ongoing practical issues and directions for further research will be 
outlined.  

The talk will conclude that when it can be implemented, systematic disfluency analysis is a valuable tool in the forensic 
phonetician’s toolkit, and one which complements other types of analysis well. 
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When asked to identify the gender of stimuli from a randomly chosen sample of adult speakers, listeners make judgments that 
agree almost 100% with the self-reported gender of the speakers. Many of the acoustic correlates responsible for these systematic 
and consistent judgments can initially be attributed to sex-specific biological differences that arise during puberty. Longer and 
thicker male vocal folds produce an average fundamental frequency that is typically half that of the female value [1]. 
Disproportionate lowering of the larynx produces a longer male vocal tract giving rise to formant frequencies that are lower than 
those produced in an average female vocal tract. Despite the acoustic consequences of these average biological differences, it is also 
clear that the magnitude and form of the acoustic differences are in part attributable to socio-culturally acquired patterns. This is 
apparent from intercultural differences in the magnitude and non-uniformity of gender-specific differences [2, 3, 4]. Likewise, long-
term studies have found marked reductions in female fundamental frequency over an interval of several decades, indicating changes 
in voice accompanying changes in gender role [5]. However, the most intriguing example of learnt gender-specific  patterns is the 
vocal expression of gender in prepubertal voices. Any anatomical differences prior to the onset of puberty are negligible [6]. 
Nevertheless, gender identification of prepubertal sentence-length stimuli is still above-chance, typically at around 70%. However, 
this figure belies a more complex picture, in which the gender identification of some speakers remains at chance level, while for 
others listeners' ratings approach those found for adult speakers [7]. This suggests that some children are producing a consistent and 
robust set of acoustic correlates that listeners use to decode a child's gender. 

This talk will examine the difficulty of teasing apart nature and nurture when accounting for gender-specific differences in adult 
and prepubertal voices. We will consider the importance of providing a differentiated picture of a speaker's gender, gender identity 
and gender role [8, 9]. Finally, we will look at ways of identifying the acoustic correlates that produce systematic gender ratings in 
children's voices. 
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I. INTRODUCTION 

In this workshop we will introduce participants to using ultrasound tongue imaging for phonetic research. Ultrasound provides a 
(relatively) easy method of viewing the tongue in two dimensions for articulatory research. Most commonly, video is recorded of the 
tongue in midsagittal position (Fig. 1). The best image is obtained from the surface of the tongue and typically researchers extract the 
coordinates of the midsagittal tongue surface for comparison within and across speakers. Typically, the image is oriented such that 
the tongue root is on the left and the tongue tip on the right. 

 

Fig. 1. Example of the view typically obtained from ultrasound tongue imaging in phonetic research. 

We will work with workshop participants on two ultrasound machines to demonstrate the equipment and explain a basic workflow 
which could be used for a small research project, developing teaching resources, or in public engagement work. First, we will discuss 
what kind of research questions ultrasound analysis can answer and give some examples from when we have used ultrasound in 
teaching, public engagement, and research. Then, we will introduce participants to the software now most commonly used for 
recording ultrasound data, Articulate Assistant Advanced (AAA) [1]. We will explain how to obtain the best images for research 
purposes and workshop participants will make some recordings in AAA. To explain the initial stages of data analysis, we will 
demonstrate how to label audio data recorded in AAA, fit splines to ultrasound tongue images, and export spline coordinates for 
further analysis. Finally, we will show workshop participants how to extract videos from ultrasound data for teaching, demonstrations, 
and knowledge exchange. 

II. WHY OR WHY NOT USE ULTRASOUND? 

Ultrasound is a practical and relatively cheap option for collecting articulatory phonetic data. The probe is placed under a 
participant’s chin making it less invasive than, for example, EMA, and no calibration process is required. These advantages can make 
ultrasound an attractive option for research in this area. Typically, it is easier and more fruitful to be able to make within-speaker 
comparisons of sounds which are easily differentiated by different tongues shapes in the midsagittal dimension, for example, advanced 
and retracted tongue root vowels [2], liquid consonants across languages in the same speakers [3], or palatalised and non-palatalised 
consonants [4]. We will also give some tips on using ultrasound for teaching, demonstrations, and public engagement, with examples 
from our own experience e.g. [5]. Ultrasound tongue imaging can also be combined with lip camera images, although this won’t be 
covered in our workshop. 

III. SOFTWARE AND HARDWARE 

In this workshop we will use the hardware setup recommended for research by Articulate Instruments Ltd (see their webpage). 
This includes the Telemed MicrUS ultrasound machine, Convex 2-4MHz 20mm radius ultrasound probe, Pulse Stretch 
audio/ultrasound syncronisation unit, Ultrafit probe stabilisation headset [6], and microphone and sound cards options (Fig. 2). During 
the workshop we will record data in the software AAA [1], and conduct some initial analysis in Praat and AAA. Participants can work 
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together on the laptops we will provide as the software requires a proprietary licence and only runs on Windows. If workshop 
participants have access to a AAA dongle and Windows laptop, they are welcome to download AAA and use their own devices. 

IV. RECORDING DATA 

We will first discuss how to best fit the headset on a range of research participants with different sized heads and hairstyles. 
Workshop participants will be able to practise on each other and we will advise on how to obtain the best images from participants 
with different anatomies. We will then demonstrate how to set up a small research project in AAA and record some data. We first 
recommend recording the occlusal plane for each participant, for example by using a bite plate [7]. We then suggest recording each 
research participant swallowing some water to obtain an image of the hard palate for reference. We will discuss optimal time and 
numbers of repetitions for recording stimuli from different participants, as well as settings for the ultrasound and recording. 

 

Fig. 2. Takayuki Nagamine recording ultrasound data with the Telemed MicrUS and Ultrafit headset. 

V. ANALYSIS FIRST STEPS 

Once we have recorded some data, we will then show workshop participants a simple workflow for data extraction and analysis. 
Workshop participants will learn how to obtain tongue surface coordinates based on acoustic landmarks. In order to do this, we will 
export audio from AAA, and then label in Praat [8]. We will then reimport Praat TextGrids into AAA so that acoustic events are 
labelled synchronous with ultrasound video. The coordinates of the tongue surface are obtained by automatically fitting splines to the 
data using the DeepLabCut plugin in AAA [9], [10]. We will then show workshop participants how to export the coordinates of the 
tongue splines rotated to each research participant’s occlusal plane. 

VI. EXPORTING VIDEOS 

Finally, we will demonstrate how workshop participants can export videos from their data for sharing with participants, embedding 
in research presentations, or using for teaching and public engagement. Videos can be exported of fitted tongue splines and/or the 
ultrasound image and audio. For examples of how we have used this kind of resource, see this website (part of [11]). 
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I. AUDIENCE AND AIM OF THE WORKSHOP 

This workshop is targeted at researchers with no previous experience in using PsychoPy [1] or PsychoJS [2]; familiarity with 
Praat’s multiple forced choice listening experiments may be helpful but is also not required. Having attended the workshop, partici-
pants should be able to design, implement and run simple phonetic experiments both on a local computer and via the World Wide 
Web. The workshop’s three-hour time limit is behind the “simple” experiment constraint; nevertheless, the acquired basic Psy-
choPy/PsychoJS competency should also help participants with working independently towards more sophisticated setups later. 

II. WORKSHOP TOPICS 

The first part of the workshop will introduce participants to the basic workings of PsychoPy. Since 2002, this open-source program 
has been widely used for behavioral experiments in, above all, psychology and psycholinguistics, but less so in phonetics, despite the 
fact that recent versions offer comprehensive audio processing functionality. PsychoPy is much more versatile and adaptable than 
Praat’s ExperimentMFC or demo window and, at the same time, easier to use and more comprehensively documented. 

PsychoPy provides two different environments for designing experiments, the visual BUILDER and the text-based CODER. 
Whilst the CODER makes possible an even larger variety of experimental setups than the BUILDER it also comes with a steeper 
learning curve, especially for users without prior exposure to Python programming. Thus, in our workshop we will concentrate on the 
BUILDER to construct a phonetic experiment. 

In the second part of the workshop we will find out how to adapt this experiment to online use, gathering data from subjects via 
the internet. This is made possible by PsychoJS, the online variant of PsychoPy. JS stands for JavaScript, the programming language 
most often used in web applications executed in your browser – but again, workshop participants will not be required to learn how to 
write programming language code. Instead, PsychoPy’s graphical BUILDER tool can also be used to produce the necessary JavaScript 
and HTML code. 

LINKS 

[1] https://psychopy.org/ 

[2] https://github.com/psychopy/psychojs 
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I. INTRODUCTION 
This paper investigates perceived cross-linguistic similarity of retroflexes by multilingual and bilingual learners. It has 

previously been shown for non-native speech that L2 learners rely on their L1, but no study has so far examined how L3 learners 
perceive differences between either L1 or L2 and L3 consonants. Also, our understanding of the factors that can affect judgements 
of phonetic dissimilarity for L3 (e.g., [1] and [2]) is very limited. Addressing this research gap, the present study takes the idea of 
cross-linguistic similarity further than it has been done so far in L2 to apply it in multilingual phonological acquisition. It examines 
crosslinguistic similarity of Norwegian retroflexes and similar retroflex and non-retroflex sounds by multilingual (L1 Polish, L2 
English and L3 Norwegian), bilingual (no familiarity of Norwegian) and Norwegian control listeners. Previous research on the 
perception of retroflexes includes a study by [3] in which she found differences in perceptual difficulty related to phonemic status, 
experience and voicing and a study by [4] which showed that prior allophonic experience with dental and retroflex stops could 
actually be detrimental to learning a new contrast based on retroflexion.  

II. METHODOLOGY 
A subtractive language group design [5] was used. The experimental group featured 34 L1 Polish, L2 English and L3 

Norwegian students majoring in Norwegian within a BA program (all classroom learners, 5 males, 28 females and one non-binary 
person, mean age 21.3). The bilingual group featured 35 L1 Polish L2 English subjects (undergraduate students of English language 
and literature program, 11 males, 24 females, mean age 20.9). The Norwegian native speaker control group consisted of 25 listeners 
with L1 Norwegian and L2 English (10 females, 14 males, 1 non-binary person, mean age 23.08). 

During the experiment, the listeners were instructed to listen to pairs of nonce-words, pay attention to the consonant in the 
middle of each word and rate how similar or dissimilar the consonants they heard were on a seven-point scale (1= very dissimilar, 7 
= very similar). Norwegian retroflexes /ʈ, ɖ, ʃ, ɭ, ɳ/ and their non-retroflex counterparts /t, d, s, l, n/ were paired with either Polish or 
English retroflex or non-retroflex counterparts. Even though Polish /ʂ/, /ʐ/, /͡tʂ/ and /d͡ʐ/ do not involve backward bending of the 
tongue, they are classified as retroflexes on the basis of X-ray tracings in literature [6], [7], electromagnetic articulography [8], 
phonological evidence [9], [10], acoustic features [11], [12], [13] and sound change in Slavic languages [14], [15]. Also, allophonic 
retroflexion occurs in [ʈ] and [ɖ] [12], [13] when they are followed by one of the retroflex sibilants, as in trzeba [ʈʂɛba] ‘it is 
necessary’ and drzewo [ɖʐɛvɔ] ‘tree.’ The above method of stimuli selection resulted in four conditions in which the pairs of sounds 
were presented. The two stimuli in a pair either (1) matched with regard to retroflexion and had similar place and manner of 
articulation; (2) did not match with regard to retroflexion and had similar place and/or manner of articulation; (3) matched with 
regard to retroflexion but had different place and manner of articulation; (4) did not match with regard to retroflexion and had 
different place and/or manner of articulation. 

III. RESULTS AND DISCUSSION 
Comparing proportions of (dis-)similarity ratings, we can observe that in conditions 3 and 4 Norwegian controls evaluated 

stimuli as ‘very different’ less frequently than bilinguals or trilinguals. We fitted a mixed-effects ordinal regression model of 
similarity ratings as a function of three treatment-coded categorical predictors: condition (in which the sounds were presented, 
levels 1 through 4, see the paragraph above), language of the non-Norwegian phone (levels: English and Polish) and group (levels: 
Norwegian controls, bilinguals and trilinguals) and their three-way interaction. We found significant effects of condition (χ2(3) = 
6335.4, p < .001). Based on this significant result and on the results of post-hoc pairwise comparisons across the different levels of 
condition on similarity ratings, it can be claimed that retroflexion turned out to be a weaker cue to similarity than place and/or 
manner of articulation. The results also revealed that experience with a given language did not influence similarity ratings in a 
wholesale manner but rather in a precise manner related to the presence or absence of retroflexion (cf. [16]’s finding about the lack 
of language-specific exposure effect for the perception of retroflexes by English-Mandarin bilinguals). The perceived cross-
linguistic similarity by multilinguals has turned out to be gradient, dependent more on similar places/manners of articulation rather 
than on the presence or absence of retroflexion or familiarity with a given language combination. 
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The results provide evidence for the ability of adult multilingual learners to, at least partially, separate the three language 
systems. Trilinguals, familiar with Norwegian, appeared to be more sensitive to retroflexion than bilinguals with no knowledge of 
Norwegian. This result points to the importance of experience with a given contrast. Future studies could disentangle the role of 
multilingualism as opposed to experience with a feature. Gradience in perceptual salience also needs to be taken into account, as not 
all foreign sound features are equally well heard by learners and it is beneficial teachers or curricula designers to realize which 
features are more robust. 
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I. INTRODUCTION 

Recent advancements in Large Pretrained Automatic Speech Recognition (ASR) have unveiled many promising digitalized 
education applications. One such application involves utilizing ASR for reading diagnosis in primary schools [1,2], a practice that 
holds the potential to benefit both teachers, enabling more efficient evaluation of students' reading abilities, and students, facilitating 
easier access to reading exercises with feedback.  

The task of phoneme-level reading miscue detection in reading diagnosis for children in primary school is particularly challenging 
due to the following reasons. Firstly, previous research [3,4] has shown that state-of-art (SOTA) Dutch ASR models pretrained on 
adult speech exhibit significantly reduced performance when applied to child speech recognition, especially in phoneme recognition 
and leads to challenge in downstream reading miscue detection tasks. The decrease in performance may be attributed to the larger 
variability in children speech (e.g. due to different vocal tract characteristics), and children's tendency to produce numerous 
disfluencies (hesitations, broken words, and [filled] pauses), which are rare in healthy adult reading speech [1]. Secondly, conventional 
automated reading miscue detection methodologies typically operate under the assumption of a single canonical phonemic 
transcription for each word [1,5]. However, in real-life situations, a single word is usually articulated in various ways, including 
reduced pronunciations. The oversight of reduced pronunciations can lead to many false detections of phoneme-level reading miscues. 

To address the above challenges, we plan to investigate finetuning large pretrained models on child speech, followed by post-
processing to address reduced pronunciation. 1 We anticipate making the following contributions: (1) Investigating diverse finetuning 
strategies for obtaining the best phoneme transcription with word boundaries, within low resource Dutch native children speech 
settings, sourced from the Jasmin-CGN corpus [6]; (2) offering SOTA open-source Dutch native children phoneme-level recognition 
models and finetuning test pipeline codes; and (3) developing a novel finetuned large pretrained ASR-based system capable of 
supporting phoneme-level reading miscue detection and mitigating the impact of reduced pronunciation for primary school students. 

II. METHOD 

A. Dataset 

This study will utilize reading speech data from Dutch native primary school children obtained from the Jasmin-CGN Corpus [6]. 
This Corpus contains recordings of children reading aloud at their mastery reading level, which were aligned with phonemic 
annotations, from 71 primary school pupils (age range = 6-13 years old), consisting of 35 female and 36 male children. Additionally, 
we employ prompt text, the reading miscue and reading strategy annotations for the first read story available in [7].  

The child speech in Jasmin-CGN is separated into the training and testing dataset. The training dataset comprises 6.55 hours of speech, 
while the testing dataset comprises the speech of the first story read by children, including 2.05 hours of speech with 14,251 reading 
attempts, with 615 reading attempts labeled incorrect with certain phoneme-level miscues. 

B. Tasks 

The first task consists of the automatic classification of four different phoneme-level miscues: insertion, deletion, substitution and 
reverse orders. In the next step, we will consider detecting more detailed phoneme-level miscues: restart insertion, insertion of vowels 
or consonants, deletion of vowels or consonants, substitution of vowels or consonants and reverse orders 

C. Finetune ASR models and Metrics 

In previous recent research [3], it has been tested the top-three publicly available large pretrained phoneme level ASR model in 
recognizing child speech data from the JASMIN-CGN corpus as shown in Table I. Hubert-Large demonstrates the best phoneme 
error rate at 27.1% for Jasmin-CGN native children in primary school. In the current study, we go beyond the SOTA by 
developing a new child speech recognition system based on this top-performing model, Hubert-Large. The Phoneme Error Rate 
(PER) metric will be used for phoneme-level recognition evaluation.  

 
1 This work was supported by the NWO research programme AiNed Fellowship Grants under the project Responsible AI for Voice Diagnostics (RAIVD) - NGF.1607.22.013. 
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TABLE I. PHONEME RECOGNITION PERFORMANCE OF LARGE PRETRAINED ASR ON CHILD SPEECH  

Phoneme ASR Model Wav2vec-base [8] Wav2vec-xlsr [9] Hubert [10] 

PER 32.6% 36.1% 27.1% 

In our reading miscue annotation, phoneme-level reading miscues are recorded within each reading prompt. Additionally, as 
reduced pronunciations are defined for each word, for example, /h E t/ or /h @ t/ or /E t/ for word [het], it is required in our task to 
have word or reading attempt boundary in phoneme output from the ASR. There are diverse finetune strategies in recent research 
to obtain such output. In this study, we would like to investigate what is the best finetuning strategy for phoneme-level child 
speech recognition in low-resource settings and we consider the following options shown in Table Ⅱ. 
 

TABLE Ⅱ. PHONEME RECOGNITION PERFORMANCE OF LARGE PRETRAINED ASR ON CHILD SPEECH 
Finetuning Strategy Description 

Phoneme ASR + finetuned with Jamin speech and phoneme transcription with 
word boundaries 

Direct finetuning approach. 

Phoneme ASR + pretrained and finetuned with Jamin speech and phoneme 
transcription with word boundaries 

Adds a pretraining step to the direct finetuning 
method. 

Phoneme ASR + finetuned with Jamin speech and phoneme transcription + 
finetuned with Jamin speech and phoneme transcription with word boundaries 

Inspired by cumulative learning method, potentially 
improves performance over direct learning. 

Phoneme ASR + finetuned with Jamin speech and phoneme transcription + 
Boundary detector trained on JASMIN phoneme transcriptions with word 

boundaries (or with more text data from other Adult Dutch dataset) 

Utilizes additional text data for potentially better word 
boundaries detection performance. 

D. Post-processing for Reduced Pronunciation 

We explore two potential approaches to post-processing in ASR output. Firstly, standardization involves utilizing lexicons to 
convert each reduced pronunciation identified in ASR phoneme output into a single canonical pronunciation. This method offers 
computational efficiency as its key advantage. Alternatively, dynamic alignment with lexicons enables providing reduced 
pronunciations for each word in the reading prompt (reference) and search for the best match for hypothesis ASR phoneme output. 
This approach preserves the way children pronounce a word, allowing for deeper analysis, albeit at the cost of increased 
algorithmic complexity. Specifically, in dynamic alignment, Levenshtein distance is computed by measuring minimum edit 
distance from hypothesis phoneme segment a to reference bi belong to lexicon(b). bi is any acceptable pronunciation of word b. 

E. Phoneme-level Reading Miscue Detection 

We will develop our reading miscue detection system based on previous finetuned ASR, post-processing and a miscue classifier. 
Specifically, we align reading prompt with ASR output to detect phoneme-level reading miscues and compare them with human 
annotated phoneme-level miscues. Precision, Recall and F1/F2 scores are employed for evaluating phoneme-level reading miscue 
detection performance. 

EXPECTED RESULTS 

Phoneme recognition: We expect to provide SOTA open-source phoneme-level recognition models for Dutch native primary 
school children's data in Jasmin-CGN corpus, which have better performance than the results reported in [2,3]. 
Analysis: We expect to conduct an analysis of four fine-tuning methods, specifically focusing on comparing the performance 
across different aspects with the baseline pretrained model and providing insights on what has been improved. This will include 
assessing the top 10 phonemes with the lowest accuracy, identifying the top 10 confusion pairs, insertion and deletion errors.  
Detection: We intend to create a novel large pretrained ASR-based system, finetuned to facilitate phoneme-level reading miscue 
detection while mitigating the impact of reduced pronunciation. We expect that through post-processing, there will be 
enhancements in the performance of phoneme-level reading miscue detection compared to systems lacking such post-processing. 
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I. INTRODUCTION

When moving to another area, it may be both useful and enriching to learn the regional language of that area. At the same time,
learning the pronunciation of a regional language can be sensitive. Minority languages often hold significant cultural and historical
importance to the communities that speak them, and correct pronunciation is often closely tied to the identity of the native speakers.
Learning correct pronunciation is therefore important, but may become a challenge when language learning tools are lacking due to
little or even no (financial) possibilities for the language community to develop them. This in contrast to larger languages such as
English for which there is a wealth of language learning tools available.

We present an open source web app for practicing the pronunciation of words in low-resource and commercially less-interesting
languages. Since it is web-based it works on all platforms: MS Windows, Mac OS X, Linux, Android, iOS, etc. The web app is
device independent and works on desktop computers, laptops, tablets and smartphones. The app will become available as open
source software and in the public domain as a generic application. i.e. with minimal effort the app can be adapted so that it can be
used for any language when recordings of a series of words pronounced by at least one reference speaker are provided. The app has
initially been developed for Latgalian and West Frisian. Latgalian is an Eastern Baltic language and mostly spoken in Latgale, the
eastern part of Latvia. West Frisian is a Germanic minority language spoken primarily in the Dutch province of Fryslân.

II. THE INTERFACE

 

The app will work as follows. In the first screen the user chooses a reference speaker, a set of words, the assessment level and
the gender (see Fig. 1). As reference speaker a speaker is chosen whose pronunciation the user wants to imitate. As to the words to
be pronounced, the user can choose a set of words that have a particular vowel or the full set of words. There are two assessment
levels: lenient and strict. Providing the gender is important when the reference speaker that was chosen and the user do not have the
same gender.

After a few screens with instructions on how to use the app, the actual training starts. The user hears a word, clicks on the
recording button and pronounces the same word (see Fig. 2). Then a rating is given of maximally five stars when the user ’s
pronunciation  is  a  perfect  imitation  of  the  pronunciation  of  the  reference  speaker.  The  user  can  also  play  the  user’s  own
pronuncation after it has been recorded and compare this to the pronunciation of the reference speaker by playing the reference
speaker’s pronunciation again. By clicking on the arrow at the bottom of the screen the program moves to the next word.

In order to compare the user’s pronunciation with the pronunciation of the reference speaker we use the methodology of [1],
who developed a distance measure which they used for assessing foreign accent strength in American-English. The speech of non-
native American-English speakers was compared to a collection of native American-English speakers. The authors found a strong
correlation between the acoustic distances and human judgments of native-likeness provided by more than 1,100 native American-
English raters (r = −0.71, p < 0.0001).

The procedure that we used for rating the user’s pronunciation is as follows. For both the recording of the word pronounced by
the reference speaker and the recording of the same word pronounced by the user a  representation based on Mel-frequency cepstral
coefficients (MFCCs) is calculated. A MFCC representation consists of a series of frames where each frame includes 12 MFCC
coefficients. The 12 parameters are related to the amplitude of the frequencies. MFCCs are popular due to their greater invariance to
physical differences between speakers [2]. Prior to calculating the MFCC representations silence preceding and following the word
pronunciation is cut off using a Praat script. Then with the same script the representations are calculated with a window length of
0.015 seconds and a time step of 0.005 seconds.

The quality of the MFCC feature representation is highly influenced by the presence of noise in the speech samples [3][4]. The
effect of noise can be reduced by standardizing the MFCC coefficients. Individually for each of the 12 parameters the mean and
standard deviation are calculated over the MFCC coefficients in the course of the time. Subsequently, the mean is removed from the
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coefficients, and the resulting values are divided by the standard deviation. We understand that [1] normalize per speaker. However,
this requires  all  the recordings  to be available in  advance,  which is naturally  not the case in  our application.  Therefore,  we
standardize per word sample.

Fig. 1. Opening  screen of the app. The speaker ‘JP’ is chosen, words containing
au in the orthographic from will be trained at a strict level. The user is a female

speaker.

Fig. 2. The Latgalian word saule ‘sun’ is played. The user clicks on the red
button and pronounces the same word. The pronunciation is rated with three

stars.By clicking on the blue button the word saule can be played again. When
clicking on the green button the user’s own pronunciation is played.

III. RATING THE USER’S PRONUNCIATION

The acoustic word distance between the pronunciation of the user and the pronunciation of the reference speaker is computed
using the dynamic time warping (DTW) algorithm [5]. The frames of  the two respective MFCC representations are aligned to each
other. Every frame in the one representation must be matched with one or more frames from the other representation, and vice
versa. In order to find a logical match of the frames in the one representation with the frames in the other representation, frames are
compared to each other. Reference [1] uses the Euclidean distance. We calculate 1 minus Pearson’s correlation as distance between
two frames, which gives easy to interpret distances between 0 and 1, while we found it functioning well. The DTW algorithm
matches the frames so that the overall distance between the two sequences of frames is minimized. Subsequently, [1] normalizes
that distance by dividing it by the sum of the lengths of the two representations. Instead we normalize by dividing by the length of
the alignment, which we judge to be more precise. Since the frame distance varies between 0 and 1, the normalized distance will
vary between 0 and 1 as well. In the app the distances are mapped on five stars, where five stars are obtained when the distance is 0
and the assessment level is set to ‘strict’. When the assessment level is set to lenient, five stars are obtained already when the
distance is slightly higher than 0, for example 0.2. The lenient level is meant to prevent discouragement when background noise or
the quality of the user’s microphone make it impossible to achieve a fair rating.

IV. RECORDING REFERENCE  SPEAKERS

The app needs to be provided with recordings of reference speakers that have pronounced a series of different words. The words 
should be chosen so that all vowels and consonants of the language are represented in different contexts. We provide an open 
source recording app that can be used to make the recordings. In the app the words are pronounced one by one in a randomized 
order. Since the words are recorded one by one, no subsequent cutting or labeling of words is necessary, the word samples can be 
used immediately in the training app. In the recording app you can choose how many times each word type should be pronounced. 
Then afterwards, for each word type the most representative version can be found with a script and be used in the training app.
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V. RESEARCH TOOL

With the training app it is possible to monitor the training process, if the user has given permission for this. When the user's
number of attempts per word is recorded, as well as the ratings per attempt, we get an idea of the user ’s achievements and how
much effort it took to arrive at the (most) correct pronunciation. These data become especially meaningful if it is also known what
the native language of the speaker was.

The app is still in development, therefore, benchmarks are not available yet.
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I. INTRODUCTION 

SayEst is an Android mobile app designed to help users improve their Estonian pronunciation. Previous studies have shown that 
such tools and phonetic speech training can help to improve pronunciation [1], [2] [3], [4]. The app is available in English and Russian 
and focuses on training the perception and production of vowels and consonants. It has three different exercises: exposure, 
identification, and pronunciation, and includes theoretical videos explaining Estonian pronunciation. 

One-fourth of the Estonian population speaks Russian as their L1, and the number of Russian L1 learners of Estonian has increased 
in recent years. This has also increased the need for different tools for speech training. Previous studies involving Russian L1 learners 
of Estonian have focused mainly on vowels and quantity degrees (e.g., [5], [6], [7]). Less is known about the production and perception 
of consonants. [8] found that Russian-accented speech in Estonian consists of a combination of different acoustic features, the most 
relevant of which are the deviations in temporal structure, stress, and quality of phonemes. Well-known speech acquisition theories, 
like SLM(-r) [9] and PAM [10], show that speech accent arises from the fact that the phonetic and phonological systems of learners’ 
L1 directly affect the way their L2 is produced and perceived. From that, patterns of acquisition emerge. Russian has a smaller vowel 
inventory than Estonian, and Russian L1 learners of Estonian tend to assimilate the Estonian vocalic categories to their native 
categories. For example, [6] found that vowels /ø/ and /ɤ/ produced by Russian L1 learners deviated from L1 vowels significantly, 
and the vowels /i/, /y/, and /o/ were shifted backward along the front-back dimension. The current study aims to find out to what 
extent SayEst improves the learners' perception and production of Estonian and which vowels and consonants are difficult for Russian 
L1 speakers. The data collected in this study will be used to develop and train an L2 speech verifier that will give the user qualitative 
feedback on each segment in a word. 

II. METHODS 

To assess the efficacy of the app, we asked 30 Russian L1 learners of Estonian (24 females, 6 males, mean age 31, SD = 9.3) with 
different proficiency levels (A - beginner, B - intermediate, C - advanced, 10 speakers in each group) to participate in a pre-and post-
test design study with an unsupervised training between them. First, the participants completed two perception tasks (vowel and 
minimal pair identification) and a reading task at the phonetics lab. The same procedure was repeated after the participant completed 
the exercises in the app at home, which, on average, took them about 4–10 hours. They were instructed to return to the post-test no 
later than a week, but on average, they returned in 21 days (min = 9, max = 42, SD = 7.8). The participants filled out a self-assessment 
questionnaire before and after using the app and were interviewed about their experience.  

In the vowel identification task, the listener heard an isolated vowel in Estonian and had to choose to click on the correct 
corresponding letter. In the minimal pair identification task, the listener heard a word and had to choose the correct word from a 
minimal pair. The reading task consisted of a list of 180 short words similar to the words that they practiced in the app. The words 
consisted of all the nine vowels /ɑ, e, i, o, u, ɤ, æ, ø, y/ that are present in Estonian and consonants /h, j, k, l, m, n, p, r, s, t, v/. After 
the data collection, the data was randomly divided between four expert phoneticians. They annotated the sound files and assessed the 
auditory quality of each of the phonemes in the word on a 3-point scale. 1 was given when the phoneme sounded very native-like, 2 
when the phoneme was close but deviated towards another phoneme, and 3 when a different phoneme was produced than expected. 
T-test was used in R to analyze the differences and similarities between groups. 

III. RESULTS AND DISCUSSION 

 The results of the questionnaire showed that, on average, the self-rating of the participants' pronunciation (2,83 vs. 3,26) and their 
confidence rating in speaking Estonian (2,93 vs. 3,27) were higher after using the app, but these changes were not statistically 
significant. The questionnaire showed that the participants paid more attention to how they spoke (3,47 vs. 4,1, t = 2.1) after using 
the app.  

The results of the vowel identification task showed that there were no statistically significant differences between the results of 
the pre-and post-test. However, the learners of group B improved slightly (correct responses in pre-test 92%, post-test 95%) while the 
percentage of correct responses of group A (pre - 74%, post - 72%) and C (pre - 94%, post - 90%) decreased. The comparison by 
proficiency levels showed that group A had a lower percentage of correct answers than groups B and C, and they made more mistakes. 
In general, the learners misidentified the vowels /ɤ/, /ø/ and /y/ most often (percentage of correct responses of /ɤ/ by group A - 30%, 
B - 85%, C - 90%; /ø/ A - 60%, B - 86%, C - 75%, and /y/ A - 65%, B - 80%, C - 81%). These vowels were confused with each other 
and with /u/ or /i/. This aligns with previous studies, e.g., [6] also found that vowels /ø/ and /ɤ/ produced by Russian L1 learners 
deviated the most from L1 production. Somewhat unexpectedly, all groups often misidentified the vowel /e/ as /i/.  
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The results for the perception test of minimal pairs showed that there were no differences between the pre- and post-tests (4,5% 
vs. 4,8% misidentification). When the answers were pooled together, the results showed that the overall percentage of 
misidentification decreased with proficiency level. Group A misidentified the highest percentage of pairs - 10%, group B - 3,1% and 
C - 1%. The minimal pairs task was much easier for the participants. This was evident from the small number of errors that they made 
compared to the vowel identification task, where they had to choose between 9 vowels. 

The analysis of the scores given by the annotators showed that in the case of accented pronunciation, the vowels produced by all 
groups were more often rated as deviant (rating 2, 13%) rather than incorrect phonemes (rating 3, 4,4%). On average, the pre-test 
ratings (ratings 2 and 3 pooled together) were higher than the post-test ratings (pre - 9,6% vs. post – 7,8%), but the difference was not 
statistically significant. On closer inspection, most of the pronunciation errors occurred in group A (ratings 2 and 3 pooled together) 
with vowels /ø/ - 46,3%, /ɤ/ - 40,7%, /æ/ - 23,8% and /y/ - 24,8%. Noticeably, group B also had most of the errors with the same 
vowels /ø/ - 13,5%, /ɤ/ - 21,5%, /æ/ - 6,7%, and /y/ - 8,5%. The errors with /ɤ/ - 11,4% stand out in the C group. The percentages of 
pronunciation errors for /y/ in group A and for /ɤ/ in group B were higher in the post-test. In general, the number of errors reduced 
with the proficiency level of the speaker in the post-test.  

The annotators noted a smaller number of pronunciation errors with consonants than vowels. The consonants in all the groups 
were rated with 2 (9,5%) rather than 3 (1,4%). On average, the pre-test ratings were higher (pre - 6,6% vs. post - 4,4%), but the 
difference was not statistically significant. Most pronunciation errors occurred again in group A with consonants /j/ - 22,5%, /l/ - 
21,9%, /t/ - 10,2%, /k/ - 8,6%, and /h/ - 8,9%. Group B had problems with the same consonants. /l/ - 13,9%, /j/ - 10,2%, /k/ 10,8%, /t/ 
- 8,2%. Group C had the most errors with /l/ - 7,4% and /p/ - 5,8%. The annotators noted that the Russian L1 learners often produce 
plosives as voiced, but Estonian does not make the phonological distinction between voiced and voiceless plosives as Russian does. 
The annotators also noticed that the learners produced Estonian /l/ with a darker quality and often confused /i/ as /j/ in the production.  

The results showed a small difference between the pre- and post-test results. In some cases, the post-test results were worse than 
the pre-test results. The inconsistency between the pre- and post-test results might be because the learners were overwhelmed with all 
the new information they acquired, and while they were more conscious of their pronunciation, they were more uncertain. It would 
benefit the learners to have a teacher from whom they can ask questions regarding the material. Also, it is important to mention that 
when grouped together, the values do not capture the nuances of individual differences. On the positive side, the time spent with the 
app made the users notice aspects of their pronunciation that they did not notice before. 

IV. CONCLUSIONS 

The current study concluded that the mobile app SayEst has the potential to improve the learners’ perception and production of 
Estonian vowels and consonants. Using the app helped the users to notice the nuances of Estonian pronunciation. It might be best to 
use it in a classroom as supplementary material, as unsupervised training did not seem to give the best results. The vowels /ɤ/, /ø/, /æ/, 
and /y/ were misidentified most often and received the lowest ratings from annotators. The learners had the most problems with 
consonants /j/, /l/, /t/, /k/, and /h/. In order to get a better understanding of which aspects of Estonian are difficult for Russian L1 
learners, an acoustic analysis will be carried out as the next step of the study. The data gathered in this study will be used to develop 
and train an Estonian L2 speech verifier and to improve the app further. 
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I. BACKGROUND 
It is widely known that L2 speech acquisition is influenced by the inventory of sounds in a learner’s L1.[1],[2],[3] Kawasaki et al.[4] 

studied whether immersion in a study-abroad environment might induce a change in perceptual sensitivities to L2 segments that 
resemble familiar L1 segments but are nevertheless both articulatorily and acoustically distinct from them. They presented two 
groups of Japanese learners of English (JLEs), with and without study-abroad experience in an English-speaking country, with an 
identification task comprised of four different English fricatives in two vowel environments ([a] and [i]). Two of the fricatives do 
not occur in spoken Japanese ([f] and [θ]), and the two that do exist in Japanese ([s] and [ʃ]) are contrastive in some phonetic 
environments (e.g., before [a], [u], or [o]) but subject to phonological neutralization in others (i.e., before [i]). They analyzed the 
performance of the two groups tabulated in confusion matrices and found that the two groups differed in their susceptibility to 
perceptual confusion, which Kawasaki et al.[4] attribute to the increased exposure to target-language phonetic input available in an 
immersion environment. They further argue that this experience induces restructuring of a learner’s perceptual map for speech 
sounds.  

II. EXPERIMENT 
In this study we apply the Kawasaki et al.[4] approach to English learners whose native language is Vietnamese (VLEs) and 

compare their vulnerability to perceptual confusion with groups of Chinese learners of English (CLEs) as well as JLEs.[4],[5] All 
three of these languages contain contrastive inventories of fricatives, but they differ in their precise phonetic realizations.[6],[7] While 
they all include an alveolar fricative equal to English [s], none contains segments identical to [θ] or [ʃ], and Japanese further lacks 
[f]. If L2 learners experience perceptual confusions based on perceptual maps optimized for their L1 segmental inventory until 
sufficient exposure to L2 phonetic input can drive restructuring, then learners with different L1s should exhibit distinct perceptual 
confusion effects germane to their particular segmental inventories. We focus our investigation on post-alveolar fricatives, realized 
in English as palato-alveolar [ʃ] but in Japanese and Chinese as alveopalatal [ɕ]; and in Vietnamese retroflex [ʂ]. Our aim is to 
investigate the effects of familiarity with these L1 fricatives on perceptual sensitivities to L2 English fricatives. 

III. PROCEDURE 
Native speakers of Vietnamese, Chinese, and Japanese performed an identification task with CV monosyllables containing one 

of four English fricatives [f], [θ], [s], [ʃ], or stop [t], and either the low vowel [a] or high vowel [i]. Concurrent with each audio 
stimulus was an array of English words displayed on a computer screen, each beginning with one of six obstruent spellings, 
corresponding to the four fricatives, the stop, and the affricate [ʧ] as well. For each trial they were then instructed to select the word 
that starts with the same sound as the audio stimulus they hear. Ten naturally produced items were presented three times at different 
signal-to-noise ratios using Millisecond Software’s Inquisit.[8] We then computed confusion matrices (Figures 1 and 2) for each 
pair-wise combination of initial consonants in auditory stimuli and orthographic responses for each vowel environment separately.[9] 

IV. RESULTS 
Results show that different native languages lead to different identification behavior with segments in a common second 

language. CLEs confuse [fi] and [θi] equally in both directions while VLEs display asymmetrical confusion, perceiving [fi] as [θi] 
but not vice versa. Accuracy for [ʃa] was lower among VLEs, who typically confuse it with [sa], than among either CLEs or JLEs. 
Contrastive [ɕa]–[sa] in Chinese and Japanese appears to lead speakers of those languages to substitute L1 [ɕ] for L2 [ʃ], having 
perceived the novel L2 segment as a familiar L1 segment through equivalence classification.[2] Vietnamese speakers are 
unencumbered by their own similar fricative, the retroflex [ʂ], which appears to be clearly differentiated from [ʃ]. Our analysis of 
these findings is based on the acoustic measurements of these segments when produced by speakers of the languages under 
investigation and on their distinct phonological behavior in each language. 
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 J = Japanese, C = Chinese, V = Vietamese, LE = Learners of English  J = Japanese, C = Chinese, V = Vietamese, LE = Learners of English 

 Fig. 1 Confusion matrices before [a] Fig. 2 Confusion matrices before [i] 
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A plethora of research on teachers’ beliefs on pronunciation teaching shows that teachers’ own experience shapes their 
convictions and speech assessment. For example, pre-service more experienced teachers turn out to be more sceptical about 
pronunciation instruction and are harsher in the evaluation of accentedness than less experienced ones (Tsunemoto et al., 2023) [1]. 
Instructors with more training assign more value to pronunciation, set more pronunciation-related goals and eschew delaying a focus 
on this skill (Nagle et al., 2023) [2]. One of the recurrent findings in this research is that a large number of teachers feel unconfident 
and ill-prepared in their teaching as a result of insufficient or even a lack of training (Bay & Yuan, 2019 [3]; Couper, 2021 [4]; 
Jarosz, 2023 [5], Nguyen and Newton (2020) [6]). Couper (2021) shows that teachers report problems with determining priorities 
and setting goals for pronunciation instruction: native teachers admit to lacking knowledge of phonetics and phonology while 
outgroup teachers exhibit insecurity about their own pronunciation, which is also observed among outgroup teachers in Bay and 
Yuan (2019).1 Nguyen and Newton (2020), and Jarosz (2023) revealed discrepancies between teachers’ pronunciation beliefs and 
their classroom practice. The findings of the former research point to unplanned and reactive instruction, corrective feedback of 
segmental errors through recasts while those of the latter demonstrate that only a recent university graduate is more likely to integrate 
pronunciation instruction into all-skill learning and correct pronunciation mistakes mainly on word stress and accuracy, while more 
experienced teachers tend to avoid pronunciation teaching contrary to what they report believing. Therefore, the need for refresher 
pronunciation-oriented training programmes for in-service teachers is frequently signalled. Taking into consideration the fact that 
similar shortcomings in phonetic expertise have recently been reported by teachers worldwide, e.g. in Asia: Hong Kong (Bay & 
Yuan, 2019), Japan (Tsunemoto et al., 2023), Vietnam (Nguyen & Newton, 2020; Tran & Nguyen, 2020 [7]); Europe: Poland 
(Jarosz, 2023), Spain (Nagle et al., 2023); Oceania: New Zealand (Couper, 2021); South America: Uruguay (Couper, 2021), it is 
evident that there is a need for the application of clear guidelines and standards of pronunciation instruction in English language 
teaching institutions.  

Undoubtedly, it is a duty of teacher educators to encourage future teachers to be positive about the teachability of L2 
pronunciation by providing them with a sufficient training. One of the ways of learning pedagogical skills concerning pronunciation 
could be Language Fuel’s (2023) [8] MOOC How to Teach Pronunciation. This course outlines the main principles in the realm of 
phonetics, suprasegmental and segmental aspects for accentedness and accuracy ratings, and it also targets communicative aspects 
of L2 speech such as fluency, intelligibility, and comprehensibility. MOOC stands for massive open and online course, which aims 
at a specific skill, including language (Bárcena and Martín-Monje, 2014) [9], allows for self-paced interactive study by means of 
discussions, user forums and immediate feedback. Nowacka (2023) [10] examined the impact of self-study of Rupp’s (2018) [11] 
MOOC Pronunciation in a Global World on students’ meta-awareness of English phonetics, at the beginning of a corresponding 
face-to-face university course, however, found no positive effects. 

This paper aims to present qualitative results on the influence of Language Fuel’s (2023) MOOC How to Teach Pronunciation, 
targeted at pre-service and in-service teachers of English, on students’ phonetic expertise and preparation for future pronunciation 
teaching. This course follows a top-down approach to pronunciation teaching and covers four topics: overview of English phonetics 
(aspects, fluency and accuracy, principles and techniques of teaching pronunciation) and pronunciation at three levels: 1) the phrase 
and sentence: linking (CV, CC, VV), intonation (fall, rise, contrast/emphasis), pausing and speed; 2) the word (word stress and weak 
forms); 3) the sound (perception before production, consonants and vowels). 

As regards the method, the participants were eighty-three first-year university Polish students of English. The experimental 
cohort (n=44) self-studied the course as an assignment, approximately one hour a week for a month. The students were tested weekly 
in the classroom by means of online forms, which included altogether 93 questions (54 close-ended, 4 justifications and 35 open-
ended) on the Microsoft Teams platform. The pre-test checked the respondents’ phonetic meta-competence and their knowledge 
about methodology of teaching selected aspects of English phonetics. The four successive tests corresponded to the above-
mentioned MOOC’s weekly topics. The post-test evaluated the MOOC’s usefulness and attractiveness.  

The quantitative results were discussed at the EPIP’8 conference in Santander, Spain in May 2024. This paper focuses on the 
qualitative part, in the form of open-ended questions (n=35), of which the largest number (n=23) concern teaching pronunciation, 

 
1 A term outgroup, a concept introduced in Tajfel and Turner’s (1979) [12] social identity theory, is used as a substitute for non-
native in contrast with native. 
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e.g., the choice of aspects for pronunciation practice, major principles in teaching pronunciation, techniques to develop muscle 
memory, types of lessons on pronunciation and embedded pronunciation instruction. Some of the enquiries ask directly about the 
ways of teaching such aspects as: intonation, pausing, linking, word stress, weak forms, sound distinctions (e.g., the difference 
between /e/ and /æ/, voiceless versus voiced consonants). Nine questions examine the respondents’ know-how of English phonetics, 
e.g. main types, and rules for linking, e.g., “What is the rule behind linking in ‘we are’ and ‘you are’? (Q.19.T2)” or coalescence, 
“What can final alveolar consonants /s/, /z/, /t/, /d/ change into in front of /j/? (Q.11.T0.)”. The remaining three questions concern 
the attractiveness, usefulness of this tool and suggestions for improvement. Four additional justifications provide the reasons for 
recommending this tool but also for choosing the focus of a pronunciation-oriented lesson, either on sounds, units larger than sounds 
or both, as well as on fluency, accuracy, or both. 

It is hypothesized that this introductory training on teaching phonetics should be beneficial to future English teachers as an initial 
examination of the results shows overall better phonetic meta-competence and greater awareness of pronunciation teaching 
principles for the experimental group. If proved effective, the said MOOC could help fill the gap in teachers’ phonetic competence 
and expertise. 
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I. INTRODUCTION 

It has been well established that pronunciation instruction is typically lacking in the language classroom [1], despite the fact that 
students are interested in learning and practicing their pronunciation (e.g., [2], [3]). One of the main reasons that pronunciation 
instruction is not included in the classroom is due to a perceived lack of time – teachers don't feel there is enough time in class to 
work on pronunciation [1]. One possible solution to this dilemma is to have students practice their pronunciation using online 
educational technology tools outside of class time. This ensures that students get the pronunciation practice that they need and want, 
but it avoids the necessity to spend substantial time on pronunciation training during class time. The goal of the present study was to 
investigate the effectiveness of two different types of online pronunciation practice: high variability phonetic training (HVPT) and 
shadowing. These two types of training were chosen because previous work has shown that they can be effective methods for 
improving pronunciation [4] – [ 7], and they are easily performed online. However, it has not yet been established if one type of 
training is more effective than the other.  

HVPT is one of the more studied types of pronunciation instruction (see [4], [5] for reviews). Learners typically listen to minimal 
pairs (e.g., pick-peak), and have to select the word that they hear. Regarding shadowing, learners listen to and mimic the speech of a 
model. Shadowing has been studied less than HVPT, but studies [e.g., 6, 7] have found that it can also lead to improvements in 
pronunciation. Almost no work has examined these types of training for learners of Spanish – our aim was to extend these methods 
to Spanish pronunciation, with the intention of establishing if they are as useful for learning Spanish as they have been for other 
languages. In order to determine the effectiveness of these two types of training, we performed a pre and post-training analysis of 
individual sounds, in addition to more global measures of proficiency: accentedness, fluency, and comprehensibility. Our study was 
designed to answer the following questions: 

RQ1: Is HVPT or shadowing a more effective training for improving Spanish pronunciation?  

RQ2: Do different types of training (shadowing vs. HVPT) lead to different types of improvement? 

Given that HVPT is focused on improving a speakers’ perceptual system of specific contrasts, we expected the learners who 
completed the HVPT training to improve more than those who completed the shadowing training on the contrasts tested in the HVPT 
training ([ð, ɾ], [b, β], [g, ɣ], lexical stress; see Section II.B for details). On the other hand, we expected the learners who completed 
the shadowing training to show greater improvements on the paragraph reading task, which was analyzed based on improvements in 
accentedness, fluency, and comprehensibility.  

II. METHODOLOGY 

A. Participants 

All students registered in three sections of intermediate Spanish at a North American university were included in the study (N = 
74). Students were randomly assigned to one of the two types of pronunciation training.  

B. Tasks and Stimuli 

All students performed three tasks during the first week of classes (week 1): a paragraph reading, a free speech task (not discussed 
in this work), and a word reading task. The tasks were designed to determine the students’ baseline pronunciation. In weeks 2-11, 
participants performed their weekly pronunciation practice – students were required to complete 8 of 10 of the weekly sessions, which 
lasted 15 minutes per week (total practice time = 120 – 150 minutes). In week 12, all students completed the same tasks as in week 1 
– improvements in pronunciation were based on changes between week 1 and week 12. Students received 3% towards their final 
grade for completing the pronunciation practice. All work was done online through the university’s LMS.  

For the HVPT group, the sessions consisted of listening to sets of stimuli and deciding which sound/word they heard. Sets 
corresponded to contrasts between phonemes [ð, ɾ] (e.g., cero /seɾo/ ‘zero’ vs. cedo /seðo/ ‘I give up), allophones [b, β] and [g, ɣ] 
(e.g., debe [deβe] vs. [debe] ‘he/she/it must’), or lexical stress (e.g., número /ˈnu.me.ɾo/ ‘number’ vs. numero /nu.ˈme.ɾo/ ‘I number’ 
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vs.  numeró /nu.me.ˈɾo/ ‘he/she/it numbered’). Allophonic contrasts are not typically included in HVPT tasks. However, for L1 
English speakers, although there are few phonemic contrasts that are difficult in Spanish, some allophonic contrasts such as [β, b] and 
[g, ɣ] are also challenging [8], and lead to non-target realizations. One of the goals of this study was to determine whether HVPT can 
be effective for overcoming allophonic variation difficulty, by training students on the phonetic difference of Spanish compared to 
English intervocalic stop realizations. All three contrasts were produced by three native bilingual Spanish-English speakers. For the 
shadowing group, students listened to short recordings of native Spanish speakers from a variety of dialects. They first practiced 
repeating what they heard in the recording. When ready, they listened to the recording again, and shadowed the native speaker.    

C. Data Analysis 

Of the 74 students, 37 completed all requirements of the Spanish pronunciation practice. Of these 37, two were native speakers of 
other languages (Mandarin and French), and therefore not comparable to the other speakers. Consequently, we included in our analysis 
the data from the 35 native English speakers who completed all tasks. The paragraph readings were extracted and presented in random 
order to native Spanish speakers and near-native University Spanish instructors (N = 10). The judges rated the paragraph readings for 
accentedness, comprehensibility, and fluency (using a 9-point scale, with ‘1’ reflecting the lowest score and ‘9’ the highest score (e.g., 
native-like). The average score for each criteria was calculated and used to evaluate any improvements in pronunciation. The 
individual word productions were extracted and analyzed in Praat. Segments were marked as target-like or non-target-like according 
to whether the production matched the target sound’s category (i.e., a bilabial approximant for [β], an alveolar  tap for /ɾ/).  

III. RESULTS 

A. Paragraph reading 

The preliminary results reveal improvements across all three constructs for both types of training. In the HVPT group, we found 
increases of: 1.0 for accentedeness (4.61 -> 5.61), 0.3 for fluency (4.83 ->5.17), and 0.4 for comprehensibility (5.44 -> 5.83). For the 
shadowing group, we found slightly higher increases of 1.1 for accentedeness (4.88->5.94), 0.4 for fluency (5.12->5.47), and 0.4 for 
comprehensibility (5.76->6.18). 

B. Word production 

The preliminary results for the word production task also revealed improvements over time, with average accuracy rates improving 
by 22% (26% at T1 to 48% at T2). The improvements were observed in both groups, but were largest in the HVPT (26% to 54%) 
compared to shadowing group (26% to 41%). The improvement in the HVPT group was largest for the lexical stress contrast (40%), 
followed by the [ɾ, ð] (30%) and the stop-approximant contrasts (17%). In contrast, the improvements in the shadowing group were 
largest for the [ɾ, ð] contrast (25%), followed by the lexical stress (10%) and stop-approximant contrasts (8%).  

IV. DISCUSSION 

Overall, our results suggest that both types of training are effective for improving pronunciation. However, future work would 
need to compare improvements in pronunciation over the course of a semester to a group that did not complete the training to better 
understand the general extent of the improvements, and whether they were due to training and not simply due to additional classroom 
experience speaking Spanish. With respect to our research questions, our results suggest that neither method is categorically better 
than the other. It depends on whether the goal is to improve learners’ competence with specific contrasts (for which the HVPT training 
is more effective), or with more global measures (for which the shadowing training is most effective). The type of training used should 
therefore be considered in tandem with the specific goals of the curriculum related to pronunciation. Future work should determine 
at which point in the curriculum each training is most beneficial to learners.  
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I. INTRODUCTION 

One of the major factors in the acquisition of a foreign language's phonology is the transfer from the speaker's L1 [1]. Both 
quantity and quality differences between the sound inventories of the two languages, as well as other aspects such as syllable 
structure [2], can determine whether transfer has a positive or negative impact on the acquisition of the L2 system, though it is more 
commonly the effects of negative transfer that have been the focus of research in pronunciation learning. While much of the work 
done on the effect of transfer in pronunciation learning, especially in the area of vowels, is limited to phonemic transfer, the 
interplay between the phonemic and the subphonemic (allophonic) levels can cause additional difficulties when it comes to 
acquiring a foreign language's sound system. Thus, a phonemic distinction such as /d/ vs. /ð/ in English is problematic for Spanish 
speakers, who will commonly identify them with the Spanish allophones of /d/ [d] and [ð̞], respectively and, consequently, apply 
the Spanish allophonic rules that determine that [d] should be used in absolute initial position, after nasals and /l/, while [ð̞] is used 
elsewhere. This results in common mispronunciations such as [dɛr] for English /ðɛr/ there or [əˈð̞ɔr] for English /əˈdɔr/ adore.  The 
fact that English /d/ is often articulated as an alveolar flap [ɾ] in General American, as in [ˈhɛɾə˞] header, adds another level of 
complexity for speakers of Spanish, whose consonantal inventory includes a nearly identical sound, often referred to as 'single r', 
but at the phonemic level, as in /ˈkoɾo/ 'coro' choir, which contrast with both a trill or 'double r' as in /ˈkoro/ 'corro' circle and the 
continuant allophone of /d/ [ð̞] as in /koð̞o/ 'codo' elbow. An additional factor, the different articulatory nature of Spanish rhotics /r/ 
and /ɾ/ vs. American English rhotics [ɹ] and [ɜ˞]/[ə˞] results in a degree of complexity that often leads to negative transfer. 

The complex relationship between these crosslinguistic phonemic and allophonic distinctions is aggravated by the fact that the 
sounds involved are all coronal and, therefore, share the same basic articulator, the tongue-tip/blade. Coronal consonants have long 
been considered special both in phonological and phonetic terms [3], among other reasons because the number of distinct place and 
manner of articulation distinctions that can be produced by the same general articulator far exceeds what other articulators (lips, 
tongue dorsum) can do [4]. From apicodental Spanish [ð̞] to postalveolar or retroflex English /ɹ/, the variety and subtlety of 
articulations in either language is very high and can be further complicated by coarticulatory and assimilatory phenomena. 
Therefore, in situations where more than one of these sounds appear in close proximity of each other, the potential for articulatory 
conflict and, consequently, mispronunciations increases significantly.  

The current study investigates the production of English /ð/, /ɹ/ and [ɾ] by advanced L1 Spanish learners of American English in 
contexts where these sounds appear within the same word, as in parody, moderate, order, further, etc. Impressionistic observations 
indicate a considerable degree of difficulty in achieving the correct articulatory targets, which is in contrast with the relative ease 
and accuracy with which the same sounds are produced in isolation, as in other, story, bedding, etc.  

II. METHOD 

The subjects in the experiment were 37 third-year university students majoring in English and with a C1 or C2 overall language 
level. Prior to the experiment, all participants had taken a two-semester English phonetics and phonology course with a large 
pronunciation component and intensive practice in phonemic and allophonic transcription. Many of these students were expected to 
go on to become English teachers at different levels of the educational system after graduation. Participants were recorded in a 
sound-proof booth reading a set of 14 English sentences that included instances of /ð/, /ɹ/-/ɜ˞/ and [ɾ] in real words and in a variety 
of vocalic and prosodic contexts, both in isolation (one single sound per word) and in combinations (two sounds per word). In those 
cases where more than one sound appeared in the same word, the design also controlled, whenever possible, for order, with a 
special focus in distinguishing between [ɹ]V[ɾ] and [ɾ]V[ɹ] sequences, as in Florida vs. federal. The different contexts are shown in 
Table I below. The words were analyzed acoustically in Praat and information was obtained for the target consonants in terms of 
relative intensity (intensity difference between the consonant and the adjacent vowel) and consonant duration. These measures were 
taken as indicators of the nature of the consonants, such that [ɾ] was expected to correlate with high relative intensity and short 
duration, /ð/ with medium relative intensity and long duration, and /ɹ/ with low relative intensity and medium duration. Mixed-
models analyses were performed for each dependent variable (relative intensity and duration) and with context (single or double) 
and, for a subset of the data, order ([ɹ]V[ɾ] vs. [ɾ]V[ɹ]) as fixed factors; subject and word were included as random factors. 

31



III. RESULTS 

The acoustic analysis of the data revealed numerous instances of mispronunciations as the result of negative transfer from 
Spanish to English. While the order factor did not produce significant differences for either relative intensity and duration, both 
dependent variables were significantly different for the context factor. These results illustrate that, while most speakers had little 
difficulty articulating /ð/, /ɹ/ and [ɾ] accurately when these consonants appeared only once in the word (other, story, bedding, for 
example) the presence of two of them (parody, federal) significantly increased the number of inaccurate pronunciations, with 
numerous instances of [ɾ] instead of /ɹ/ and /ð/ instead of [ɾ] (federal being pronounced [ˈfɛðəɾəl], and substitutions of /ɹ/ for [ɾ] 
([ˈbæɹəɹi] for battery). Of particular difficulty were /ɹ/-/ɜ˞/+[ɾ] sequences as in order and murder, where the continguous production 
of a retroflex /ɹ/-/ɜ˞/ and alveolar [ɾ] proved articulatorily very challenging. In these instances, several different strategies were used 
to compensate for the difficulty, including complete deletion of [ɾ] ([ˈɔɹə˞]) in the word order, substitution of /d/-/ð/ for [ɾ] ([ˈɔɹdə˞]-
[ˈɔɹðə˞]) or a pronunciation more in accordance with Spanish phonology such as [ˈɔɾðə˞], where English /ɹ/ and [ɾ] are directly 
replaced by Spanish /ɾ/ and [ð̞], respectively. Fig. 1 illustrates some of these mispronunciations. 

The results of this study give support to the notion that sound transfer from an L1 to an L2 is a complex phenomenon that 
operates at different levels of the system, both phonemically and phonetically, but also has implications at the phonotactic level, 
especially when the productions of contiguous sounds result in sequences that require conflicting activation of the same articulator. 
Even for advanced learners of English, the need to distinguish between phonemic and/or allophonic representations in the two 
languages, coupled with the simultaneous physical demands of articulatory configurations that are only subtly different, can prove 
to be too difficult, leading to inaccuracies in their productions. While many of these mispronunciations may not necessarily result in 
communication problems, they can contribute to the perception of accented speech, which can be detrimental to the interests of 
future language teachers who are training to become accurate language models. 

TABLE I.  CONTEXTS INCLUDED IN THE DESIGN WITH EXAMPLE WORDS 

one consonant in word  

[ð] [ɹ] [ɾ]   
other story bedding   

two non-consecutive consonants in word  

[ɹ] V [ɾ] [ɾ] V [ɹ]    
Florida federal    

two consecutive consonants / vowel+consonant / consonant+vowel  

[ɹ]+[ɾ] [ɹ]+[ð] [ɜ˞]+[ɾ] [ɾ]+[ə˞] [ɹ]+[ə˞] 
border further murder ladder manufacturer 

 

 

 

Fig. 1. Example of federal (left) and borders (right), illustrating inaccurate productions by two different subjects. 
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I. INTRODUCTION 

Automatic speech recognition (ASR) has become part of many everyday services, including digital health. In particular, speech 
and language therapy (SLT) can benefit considerably from ASR usage – for example, when in-person therapy is supplemented with 
digital therapy solutions used independently [1]. However, commercial systems with excellent results in applications for typical 
speakers demonstrate poor performance on the material of impaired speech [2].  

Aphasia is a relatively common language disorder that occurs after completed language development because of a brain 
damage, which in 80% of the cases is caused by a stroke [3]. Generally deteriorated condition of speech, high variability among 
speakers, and insufficiency of data make it difficult to use ASR for aphasic speech. Imprecise articulation and phonemic structure 
distortions are mostly inconsistent and unpredictable, which hinders error modelling [4]. Aphasia can be also comorbid with motor 
speech disorders, which bring further disfluencies and decrease speech intelligibility [5]. Besides, age is a risk factor for stroke and 
aphasia, and older age per se can influences speech production (e.g., slower speech rate) [6]. Changes in acoustic features are 
reflected in poorer ASR performance for older speakers, which might be more drastic for female voices [7]. 

To the best of authors’ knowledge, the option of including ASR for automated feedback in digital SLT solutions for German-

speaking people with aphasia (PWA) is currently under research [8-10] but is not offered to the users yet (cf. [4]). For the current 

project [10], four open-source ASR solutions have been selected as the most suitable for PWA’s speech recognition. Selection 

procedure was a complex process based on models’ performance on atypical speech, both discussed in this paper and two small 

PWA’s speech corpora [11]. In the absence of adequate data from PWA, test material from other corpora with atypical speech was 

considered for the purposes of the present evaluation, namely speech of adult cochlear implants (CI) users, which can be 

characterized by decreased vowel exactness and precision of articulators’ movements [12], and speech under intoxicated 

condition, characterized by decreased speech rate and weakened speech motor control [13]. Respective changes are both captured 

by human perception and reflected in ASR rates. This paper presents the analysis of the models’ robustness to extralinguistic 

factors and effects of linguistic features on single-word ASR rates. 

II. MATERIALS AND METHODS 

Four open-source ASR models [14-17] were tested with the help of selected material from ALC [18] and CI corpora [19]: words 
segmented out of the tongue-twisting lists uttered by sober (NA_words) and intoxicated speakers (A_words), and words segmented 
out of the sentences uttered by CI users (CI_words) and normal-hearing speakers (NORM_words).  

Character Error Rate (CER) and HITS measurement (the number of precisely recognized words) were used for evaluation. 
Recognition results were analysed as influenced by atypicality, demographics, and linguistic and speech factors: duration of the 
segment, (in seconds), length of the segment in syllables, and speech rate (syllables/second, syll/s) (for reference values see [20]). 

Statistical analyses used analysis of variance (ANOVA) with a post-hoc Tukey's Honest Significant Difference (Tukey’s HSD) 

test, Pearson and Spearman correlation tests, pairwise Wilcoxon signed-rank test, and decision (regression) trees with ANOVA as 

a fit method [21]. 

III. RESULTS & DISCUSSION 

A graphical representation of the robustness to demographic factors can be seen in Figure 1. The absence of a statistically 
significant difference in ANOVA and post-hoc Tukey’s HSD tests (p-value > 0.05) between CER values of demographic groups is 
understood under robustness. The significant differences and the corresponding p-values are marked in orange. Mfleck and oliver9 
are robust to gender, age, and their interaction in the experiments with NA_words. Jonatas53 is robust to gender, but not to age. 
Tukey’s HSD shows that the underlying difference is CER values for the MO group, which are significantly higher than CER 
values for both FY and MY groups. In the experiments with A_words, jonatas53, mfleck, and oliver9 are robust to gender, but show 
significantly higher CER values for the older group as in the earlier study by [7]. With both datasets, nvidia2 is robust to age, but 
shows significantly higher CER values for the female group, for A_words, in particular, the difference between FY and MY groups 
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is significant. The oliver9 model is robust to age in the experiments with NORM_words, and jonatas53 and mfleck are robust to age 
in the experiments with CI_words. In the rest of the comparisons, the CER values for younger speakers are significantly higher (cf. 
[7]). 

In CI corpus, the speech rate of younger speakers is greater than that of the older speakers, and the duration of the same words is 
longer when uttered by the latter, which could the underlying reason for the differences in CER values between age groups. 
Excluding nvidia2 (the weakest model for these datasets), ASR systems generally perform better on audio samples of greater 
duration (greater than 0.27 s) in combination with speech rates: the lower threshold for normal hearing speakers is 2.1 syll/s, and for 
the CI users it is 4.3 syll/s. Two-syllable words are recognized with lower CER values on average and are more likely to be 
recognized precisely, but they should not be uttered too quickly or too slowly.  

The experiments with the three models (excluding nvidia2) on words from the ALC corpus confirm that for better single-word 
recognition the audio samples should be not too short and not too slowly pronounced:  duration ≥ 0.44 s and speech rate ≥ 2.9 syll/s 
(values comparable with NORM_words). These datasets contain much longer words than the CI corpus, and there are more 
relatively shorter words among those that are precisely recognized.  

Summarizing the above, one can expect that words of moderate length will be recognized better than one-syllable or long words. 
Speech samples uttered at the rates below average of the corresponding datasets, which are lower than intended “very slow” [20], 
are more likely to produce higher CER values. Faster speech rates – the maximum values in ALC and CI corpora are higher than 
intended “very fast” [20] – also lower the recognition quality. In the experiments with different datasets, recognition results show 
inconsistent, and sometimes contrasting, influence of the demographic factors, which might be a consequence of interaction with 
speech rate. In those datasets, where older speakers speak slower than the younger ones, the CER values of the former are also 
lower. In those with no difference, the CER values for older speakers are higher. 
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Fig. 1. Robustness of the four selected models to gender and age. 
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I. INTRODUCTION 

Previous studies have shown delayed language processing in children with developmental language 

disorder (DLD) [1], including difficulties in prosody perception and other prosodic skills [2-9]. Estonian’s unique 

three-way quantity distinction in prosody combines tonal and durational components [11]. There is scarce data 

about the perception of the three-way quantity system by children. 

The distinction of short (Q1), long (Q2) and overlong (Q3) quantity degrees in Estonian is marked firstly 

by the duration of the stressed and the unstressed syllables and secondly by the pitch contour. The temporal pattern 

can be described by a reverse relation between the stressed and the unstressed syllables of a left-headed disyllabic 

foot, meaning that the stressed syllable is longer in the case of higher degrees of quantity while the unstressed 

syllable is compensatorily shortened. [11] 

Developmental language disorder is a heterogeneous category that encompasses a wide range of 

problems [12]. Impairment can occur on some or all levels of speech perception and/or production [13]. There is 

some behavioural evidence that children with DLD have difficulties in distinguishing between the quantity 

degrees, pronouncing the quantities [14] and marking them correctly in orthography [15]. 

II. METHOD 

This study explores the differences in perceiving Estonian's short (Q1), long (Q2), and overlong (Q3) 

quantity distinctions between children with DLD and typically developing (TD) peers. We examined children 

aged 4.6-6.5 years (DLD group N=25, TD control group N=25) using psychometric testing, sleep-EEG, auditory 

event-related potentials measure and computerized behavioural tasks. The first behavioural task being a quantity 

discrimination task, where children heard a train of a same word and had to press a button when the quantity of 

that word changed. The second task was a lexical decision task with aiding pictures. The participant saw a picture 

and heard eighter a word or a pseudoword, which were created by changing the quantity degree of the real word. 

The subject's task was to press the button if they hear a real word corresponding to the picture.  

III. RESULTS 

Here we present the behavioural data of the two phases of our longitudinal study. As we anticipated 

considerable variation at the individual level, encountered missing data, and because the two tasks measured a 

similar ability, a linear mixed model was used to analyze the data from the first phase. The dependet variable was 

the ratio of correct to incorrect button presses from both tasks and the independent variables chosen with previous 

correlational analysis were: age, sex, group, overall language ability and non-verbal intelligence. A random effect 

was included to account for variability at the participant level.  The optimal model, as determined by model fit 

indices, incorporated an interaction between group and age. The model coefficients indicate significant difference 

between groups. More specifically, that the mean score for the DLD group on the behavioral discrimination 

measure is estimated to be 1.5 units higher than that of the EK group. However, in this context, a lower score 

signifies better performance. The impact of age varies depending on the group to which an individual belongs. 

Specifically, in the DLD group, age has a more pronounced negative effect on the quantity discrimination measure 

compared to the TD  group. This may indicate that quantity discrimination is still developing in the DLD group. 

In contrast, in the TD group, this skill appears more stable across different ages and seems to be already acquired. 

This result may also reflect the development of other cognitive functions (e.g., sustaining attention) that are 
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necessary to perform these kinds of behavioral tasks and may not directly reflect the ability to discriminate 

between quantities.  

An analysis of the types of errors across the tasks revealed that both groups struggled with discriminating 

between the second and third quantities. However, the DLD group made significantly more errors than the TD 

group in this regard. Additionally, the DLD group also had nearly the same number of errors when differentiating 

between the first and second quantities—a task their typically developing peers accomplished with ease. While 

fewer errors occurred in discriminating between the first and third quantities, the difference between groups 

remained significant, with the DLD group making more mistakes.  

The data of the second phase of the longitudinal study is still being collected therefore the result are not 

yet presented but will be by the time of the conference.  
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Deaf speakers engage with prosody in distinct ways compared to their hearing counterparts  especially in the frequency domain because 
variation in F0 is less accessible to many deaf individuals. For instance, deaf children with cochlear implants (CIs) exhibit smaller acoustic contrasts 
between emotions such as happiness and sadness in voice pitch, compared to hearing adults and deaf individuals who acquired deafness later in 
life [1]. Instead, deaf children seem to compensate for the lack of F0 variation by utilizing other prosodic cues, such as intensity [2]. A study on 
discourse prosody has further revealed that deaf children with CIs rely on temporal cues to express prosody, such as vowel length [3]. While deaf 
individuals may find pitch height more difficult to utilize, they can employ other acoustic cues like intensity and duration to realize prosody. This 
study argues that this is true also in sociolinguistic prosody, among deaf adults who speak Taiwan Mandarin. 

Prosody plays a crucial role in social interaction. Pitch has been a well-studied variable in the research on sociolinguistic prosody, partly in 
response to the theory of frequency code [4]. Frequency code argues that, evolutionally, human beings associate high pitch and smallness, for 
animals with small sizes usually have higher pitch. However, sociophoneticians have reported that different cultures attribute varying social 
meanings derived from size to pitch. For instance, African American women employ a high pitch to communicate resistance and powerfulness [5]; 
body-building trainers speak faster and employ higher mean pitch than yoga instructors, indicating the former acoustic cues communicate a higher 
energy [6]. Research on politeness prosody also reveals that high pitch is not cross-culturally linked to a high level of politeness [7], [8]. In 
Mandarin spoken in China, speech rate (slower speech), rather than pitch height, leads to a perception of increased politeness [9]. The previous 
studies were primarily focused on deaf children, laying the emphasis on the potential effects of early cochlear implantation or hearing aid fitting 
on prosody development, often driven by clinical implications for early intervention. Limited attention has been given to what happens after deaf 
children transition to adulthood. This study explores how deaf adults engage with prosody to communicate social dominance.  

This study recruited fourteen deaf adults to take part in a role-playing task (average age = 21.14). All the participants were prelingually deafened 
and orally educated. Gender is not balanced; 10 identified as women and 4 identified as men. The role-play task consists of six sentences, each 
with a designated role. The participants read aloud the sentence as if it’s their line, after a practice trial. There are six roles: a customer at a bubble 
tea shop, a passenger at a taxi, a boss, a barber, a waiter, and a tenant looking for a flat. The first three are the target of this study and are expressed 
as declarative sentences. The last three serve as fillers, taking the form of interrogative sentences. The speech act performed by the customer is to 
order a bubble tea; the passenger informs the taxi driver their destination, and the boss asks their subordinate to submit a report. The first two can 
be grouped as a request; both roles are referred to as “the customer”. The last should be seen as an order, exerting more dominance.  

The participants also took part in a sentence-reading task, where they were required to read aloud seven sentences without any designated role. 
Compared with the role-playing task, the first, second, and sixth sentences from the sentence-reading task are used as a control group. 

This study looks at two linguistic variables: pitch and vowel duration. Tokens with creakiness and receive tracking errors were removed. 
Duration is log-transformed, for humans perceive the difference in duration in a logarithmic way. For each syllable, only three F0 measurements 
were obtained: the first available measurement, the temporal-midpoint measurement, and the last measurement. These three values were averaged; 
each syllable (lexical tone unit) occupies one datapoint. The F0 value was transformed into semitone, with 100 hertz as the reference value.  

Linear mixed effects models were applied. To exclude the possibility that the difference between the customer and the boss stems from a 
simple sentence order effect, the models explore the interaction between the position of sentences and the task. The position of sentences is coded 
as either the beginning or end of the task. For the sentence-reading task, they refer to the first two sentences, or the sixth sentence. In the role-
playing task, they individually refer to the customer utterances or the boss utterances. If there is a significant interaction, it indicates that the role 
effect observed in the role-playing task is not simply driven by the order of sentences in the task. 

Linguistic factors included lexical tone category (four level: high-level, rising, mid-falling, and high-falling), and position in an intonational 
phrase, defined by pauses (continuous: 1, 2, …). By-speaker random slopes of all the fixed effects were included. The pitch model is defined as 
Pitch~LogDuration+SentencePosition*Task+PhrasalPosition+Tone+Gender+(1+Tone+Task|Speaker). The duration model is defined as 
LogDuration~Tone+ SentencePosition *Task+(1+Task+Tone|Speaker).  

In terms of pitch height, there is no significant interaction between the task and the sentence position, meaning that the difference between the 
customer utterances and boss utterances is not different from the difference between the first two sentences and the sixth sentence in the sentence-
reading task. In addition, mid-falling and rising tones receive lower pitch, as expected. A significant effect of phrasal position indicates a down-
step effect (Table I) [10]. That is, on a group level, the deaf participants engage with the lexical tone and global intonation as the mainstreamed 
speakers do.  

In terms of duration, the deaf participants shifted to shortened vowels in the role of the boss, compared to the role of the customer. It is 
demonstrated by a significant effect of sentence position (Estimate = 0.194, SD = 0.033, t = 5.735, p < 0.001) and a significant interaction between 
sentence position and task (Estimate = -0.307, SD = 0.049, t = -6.245, p < 0.001; Fig. 1). The current research indicates that deaf adults make use 
of acoustic cues in the temporal domain to communicate social dominance, in line with previous research on Mandarin rude speech among hearing 
speakers.  
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TABLE I.  SUMMARY OF PITCH HEIGHT MODEL  

 Estimate SD t value p value 

(Intercept) 11.521 1.587 7.259 <0.001 

LogDuration -0.678 0.207 -3.268 0.001 

SentencePosition=End 0.667 0.234 2.85 0.004 

Tone = high-level n.s. 

Tone = mid-falling -2.584 0.328 -7.874 <0.001 

Tone = rising -2.402 0.253 -9.494 <0.001 

Phrasal position -0.229 0.020 -11.140 <0.001 

Task = Role-Playing n.s. 

SentencePosition=End:Task=Role-Playing n.s. 
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Fig. 1. The interaction between sentence position and task on vowel duration 
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I. INTRODUCTION 

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental condition characterized by difficulties in social 

interaction, as classified by the Diagnostic and Statistical Manual of Mental Disorders (DSM-V) [1]. Previous research suggests 

that autistic individuals exhibit relatively intact grammatical aspects of prosody, while demonstrating difficulties primarily in 

pragmatic and affective language functions [2], [3], [4]. Effective communication relies on dialogue coordination between 

interlocutors, where speakers often perform self-repairs, repetitions, and hesitations, using either silences or filled pauses (FPs), 

while listeners provide backchannel responses (BC) to signal understanding, attention, agreement, or encouragement. Fillers can 

serve distinct pragmatic functions based on the speaker's intent, such as facilitating turn-taking, holding, or yielding the floor, 

helping speakers manage interactions and engaging their listeners [5]. Recent studies [6] revealed that German speakers with 

autism had a lower rate and less diversity in the use of BCs compared to the control group. Conversely, autistic speakers produced 

fewer FPs with canonical level intonation but showed more diversity in the intonational realization of FPs. This study investigates 

the two roles of Mandarin toneless "en" in spontaneous dialogues. Mandarin “en” serves three pragmatic functions, including 

positive response, BC, and FPs. In Mandarin, "en" function as “yes” to positively respond to a yes-or-no question. The usage of 

Mandarin "en" as a positive response differs fundamentally from the pragmatic functions of using Mandarin "en" as either 

backchannels or filled pauses. The backchannel function of Mandarin "en" signals attention engagement to other conversation 

partners, whereas the filled pause function of Mandarin "en" indicates hesitancy to hold the floor by the speaker during 

conversation. We disentangled the use of Mandarin "en" and compared the frequency, normalized duration and f0 to determine 

whether differences exist between non-autistic and autistic speakers in the production of BC and/or FP. 

II. METHOD 

A total of 104 individuals participated in the study, including 30 male non-autistic speakers (age range: 7-24, Mean=14.93, 
SD=6.21), 17 female non-autistic speakers (age range: 7-21, Mean=17.18, SD=3.99), 50 male ASD speakers (age range: 4-26, 
Mean=15.88, SD=5.71), and 7 female ASD speakers (age range: 6-18, Mean=13.14, SD=3.91). Phonetically transcribed dialogues 
from the emotion sessions in Module 3 and Module 4 of the Autism Diagnostic Observation Schedule (ADOS-G) interviews were 
conducted. Module 3 and 4 are for verbally fluent children / adolescents or adults respectively. A total of 781 "en" tokens were 
analyzed for f0, and 742 tokens were analyzed for duration after removing outliers. Likelihood ratio tests were used to identify the 
factors, age and gender, to be included into the model to optimize the goodness of fit. The normalized log semitone mean f0 of BC 
and FP produced by autistic and non-autistic individuals were compared with Linear Mixed Effects Regression Models (LMER) 
using the lmer() function in R. The LMER models (autistic state) with speaker as a random effect and non-autistic data as baseline 
analyzed the mean f0 of FP and BC. 

III. RESULTS 

The ANOVA results showed no significant difference in the percentage of filled pauses between autistic and non-autistic 
speakers (F(1, 102) = 0.766, p = 0.384). However, autistic speakers produced a significantly lower percentage of backchannels 
compared to non-autistic speakers (F(1, 102) = 8.654**) (Figure 1). 
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Fig. 1. Individual speakers’ frequencies of Mandarin “en” as backchnnel and filled pauses. 

Likelihood ratio tests reveal that the inclusion of gender (2 = 17350.2 ***), and age (2 = 1445.60***) significantly improve 

the goodness of fit of the model on mean f0. The LMER models (autistic state) on f0 means of BC reveal that autistic male youths 

exhibited significantly lower f0 than non-autistic speakers (male youths: β=-1.98**; boys: β=-1.57*). As for FP, autistic female 

youths produced lower f0 in FP than their non-autistic peers (β=-2.92*) (Figure 2).  

 

 

 

Fig. 2. Semitone f0 contours of backchannel and filled pauses 'en' across subgroups by autistic state and gender, with age group distinctions 

In sum, autistic speakers produced significantly fewer backchannels compared to non-autistic speakers. Autistic male speakers 

produced BC and autistic female youths produced FP with autism had significantly lower mean f0.   
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I. INTRODUCTION 

Fast speech is the result of speech sounds produced shorter. However, it is expected that in terms of duration, not each segment 
may be reduced to the same extent, especially if duration serves linguistic functions, as in e.g., German, and Hungarian, where 
vowel length contrast is phonologically distinctive. In Hungarian, phonologically short and long high vowels, e.g., /i iː/ /u uː/, are 
traditionally assumed to be distinguished primarily by duration, while short and long low vowel pairs /ɒ aː/ and /ɛ eː/ differ also in 
their quality [8]. In German, the situation is the other way round: (in accented syllables) we find no quality difference between the 
low vowels /a aː/, while there is a simultaneous durational and quality difference in high vowels, e.g., in /ɪ iː/, and /ʊ uː/ [3]. 

In vowels, temporal reduction in fast speech is also expected to be accompanied by some degree of spectral changes, due to 
target undershoot [4,5]. As a result, increased speech rate is expected to endanger the vowel length contrast both in the temporal and 
the spectral domain. To this hypothesis, we find scarce, and to some extent, inconclusive evidence in Hungarian and German. With 
respect to duration, in Hungarian, there is some evidence that long vowels reduce to a higher degree than short vowels [5, 2]. 
Similarly, in German, long (tense) vowels were found to reduce more than short (lax) ones [3]. In vowel quality, German short and 
long vowel spaces were found to be affected by fast speech in a similar fashion: they were both reduced, or (as opposed to 
expectations) increased (in different dialectal regions) [7]. In Hungarian, we find no systematic analysis of the spectral changes in 
fast speech. In the present study, we hypothesize that increased speech rate induces reduction of the vowel length contrast in 
Hungarian and German. Our aim is to explore if this reduction emerges differently in these two, typologically unrelated languages, 
where the phonological vowel length contrast is expressed using similar means, but in a different implementation.  

II. METHODS 

We analyzed short and long vowel pairs in monosyllabic words in the production of 15 Hungarian and 14 German speaking 
females. In the Hungarian material, target vowels consisted of /u uː  i iː ɒ aː/. In German, we used the corresponding /ʊ uː ɪ iː a aː/ pairs. 
Consonants preceding and following target vowels were controlled for place of articulation. Target sequences did not constitute 
minimal pairs, hence did not facilitate exaggeration of the contrast at hand. Speakers produced target words in carrier sentences, 
where the target word bore sentence level accent. We recorded samples in two speech rate conditions: at i) comfortable/”normal” 
speech rate, and ii) maximum/”fast” speech rate. To achieve maximum speech rate, we instructed speakers to repeat each target 
sentence several times starting with a comfortable tempo (“normal” speech), and by each repetition, increase speed. Each 
participant produced 6 of these sets for each target word resulting in 72 sets (144 tokens) per speaker in total. We segmented all 
words, and vowels manually, and labelled the shortest words as the fast speech variants. We analyzed temporal and spectral 
measures in the two speech rate conditions using Praat [1]: a) target vowel durations, and duration ratio of short-long pairs, and b) 
Euclidean distances of the pairs in the F1×F2 vowel space. Data were submitted to linear mixed effects modeling separately for the 
two languages. 

III. RESULTS 

On average, in fast speech, speakers produced words in half the length of that found in normal speech in both languages. Fig. 1 
shows vowel durations as a function of vowel quantity, vowel type, and speech rate. In both of the languages, these three factors 
had a significant interaction effect on the data (HUN: F(2, 2095) = 16.5; p < .001; GER: F(2, 1960) = 11.5; p < .001). According to 
the post hoc tests, durational reduction in fast speech was significant in all vowels, and members of the vowel pairs differed in both 
speech rate conditions in Hungarian, while the contrast disappeared in /ʊ uː ɪ iː/ pairs in fast speech in German. In duration ratios 
(Fig. 2), as opposed to expectations, we found /i iː/ contrast to be the greatest of all contrasts in normal speech in Hungarian, while 
in German, /ɪ iː/ differed the most and /ʊ uː/ the least. In fast speech, in Hungarian, all contrast reduced so that they all became 
similar to one another; while in German, the differences found in normal speech between the three pairs were preserved, and /u/ 
pairs reduced in a manner that the contrast seem to reach complete neutralization. According to pair-wise comparisons, in 
Hungarian, we found a significant decrease of the contrast only in /i iː/ (vowel type*speech rate interaction: F(2, 75) = 16.9; p < 
.001), while in German, in all vowel pairs (significant speech rate [F(1, 14) = 61.4; p < .001] and vowel type [F(2, 19) = 22.9; p < 
.001] main effects). 



Euclidean distances of short-long vowel pairs (Fig. 3) showed significant interaction effect of vowel type and speech rate in 
Hungarian [F(1, 75)= 11.24, p < .01], and speech rate [F(1, 70) = 5.3; p < .05] and vowel type [F(2, 70) = 193.0; p < .001] main 
effects in German. Post hoc analyses revealed that spectrally, in line with expectations, in Hungarian /a/ contrast was greater than 
/u/ and /i/ contrasts (while /u/ and /i/ contrasts did not differ from each other significantly) in both speech rate conditions. Further, as 
expected, in German, /i/ contrast was the largest, followed by /u/ and /a/ in both speech rate conditions. In Hungarian, only the 
contrast of (i.e., distance between) /ɒ/ and /a/ was reduced in fast speech. In German, however, none of the differences between fast 
and normal speech contrasts differed significantly, that is, spectral distinction between the pairs did not reduce.  

Fig. 1. Short and long vowels’ duration in Hungarian (left) and German (right) Fig. 2. Short and long vowels’ duration ratio in Hungarian (left) and 

German (right) 

Fig. 3. Short and long vowels’ Euclidean distances based on F1 and F2 in Hungarian (left) and German (right) 

IV. CONCLUSIONS

In comfortable tempo, German long and short vowel pairs were extensively distinguished by quality and duration, while in fast 
speech, all vowels and their distinction reduced in duration, and distinction of vowel pairs was not reduced in quality. In fast speech, 
temporal distinction of /ʊ uː/ and /ɪ iː/ disappeared. In comfortable speech, contrast was the greatest in /ɪ iː/ and the smallest in /ʊ 
uː/ durationally, while it was the greatest in /ɪ iː/ and the smallest in /a aː/ spectrally. In Hungarian, quality and duration equally
distinguished vowels in both speech rates. In fast speech, all vowels reduced in duration, but in duration distinction only /i iː/
showed reduction. Spectrally, only the /ɒ aː/ distinction reduced. In normal speech, /i/ pairs were distinguished the most (not /a/
pairs), but qualitatively /a/ pairs differed the most even in fast speech. Results showed that duration cues reduced more extensively
in German than in Hungarian, while vowel quality seemed to change more in Hungarian in general (due to the changes in /ɒ aː/).
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I. INTRODUCTION 

Bulgarian speakers often exhibit a 'hard' accent when speaking German, attributed to the phonotactic differences in lateral 

consonants between Bulgarian (L1) and German (L2). The German /l/ is consistently palatalized across different positions, unlike 

in Bulgarian, which has [ɫ] and [l], with the latter appearing only before front vowels. However, there's a noticeable trend towards 

pronouncing the velarized allophone [ɫ] as [w] or [ɰ] [1], [2], [3], leading to interference, especially before or after back vowels 

when Bulgarians pronounce the German lateral sound.  

This study applies the Perceptual Assimilation Model (PAM) [4] and the Speech Learning Model (SLM) [5] to understand these 

pronunciation challenges. These models suggest perceptual strategies from L1 acquisition can cause foreign sounds resembling L1 

phonemes to be perceived as their L1 counterparts. This effect, called "perceptual assimilation” in PAM and "equivalence 

classification" in SLM, is evident in the assimilation of the German palatalized [l] before back vowels to the familiar Bulgarian 

combination [l] + [j] + back vowel, as in the word любов [ljubof] (‘love’).  

 

II. METHODOLOGY 

The study involved three main experiments focusing on phonological analysis, perception and production tests. First, the 

phonological systems of Bulgarian and German were analyzed to understand the phonotactic constraints faced by Bulgarian 

speakers learning German. Next, a perceptive-productive test from the SETK 3–5 battery [6] was conducted with 76 second and 

third-grade students, focusing on phonological working memory using nonsense words (logatoms). Participants were divided into 

two groups: one heard and repeated the logatoms, while the other heard and wrote them down. In two logatoms the palatalized [l] 

at the end of the syllable following the back vowel [a] violated Bulgarian /l/ allophone rules. 

The second experiment examined the perception and production of [l] before a rounded back vowel by Bulgarians with varying 

German proficiency, involving first and second-grade students and first-year German Philology students. Participants were 

presented with 32 German words, including nonsense words, recorded by a native speaker. Group 1 listened and repeated all 

stimuli, Group 2 selected from forced-choice options, and Group 3 listened and wrote the stimuli down. The recordings of Group 

1 were digitized and analyzed using Praat software, focusing on the first two formants (F1 and F2) to investigate the perception 

and production of the palatalized German [l] before rounded back vowels. 

Finally, an additional production test involved seven-year-old first-grade students from two schools with intensive German 

programs. The stimuli consisted of two-syllable words in the CV-CV format with stress on the first syllable, containing [l] + a 

rounded vowel in the first syllable, and a plosive and schwa in the second. The stimuli were recorded, digitized, randomized, and 

analyzed using Praat. 

 

III. RESULTS 

A. First Experiment 

Participants frequently substituted the palatalized German [l] with the second component of the diphthong /aɪ/ when it appeared 
at the end of the syllable following the back vowel [a]. This occurred in 32% of Group 1, 62% of Group 2, and 37.5% of Group 3. 
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For example, in "Waltikosander," the <al> combination was replaced with <ai> by 68% of Group 1 and 43% of Group 2, with only 
one substitution in Group 3. Follow-up tests showed mispronunciations of familiar words like "Wald" as "weit" and "bald" as 
"beid," indicating phonological confusion. 

B. Second Experiment 

Three pronunciation variants of [l] + rounded back vowel were observed in Group 1: correct production, substitution with 

[lju], and replacement with [ly], with [lu] to [ly] being the most common substitution. Group 2's forced-choice test showed higher 

correct response rates due to their age and language experience. Group 3 mainly substituted back vowels with front rounded 

vowels in writing, demonstrating their higher proficiency in German. 

C. Third Experiment 

For rounded front vowels following [l], participants showed a high percentage of correct realizations, with formant values 

matching those of the native speaker. However, for rounded back vowels, participants often substituted front rounded vowels or 

added [j] before the back vowel, resulting in elevated F2 values. This indicates greater difficulty in accurately producing rounded 

back vowels following [l], highlighting the influence of L1 phonological constraints on L2 pronunciation. 

  

IV. DISCUSSION  

The experiments indicate that L1 phonotactic rules are crucial in predicting the difficulty of acquiring L2 segments, similar to the 

phonetic proximity between L2 and L1 segments. PAM and SLM provide insights: PAM explains that Bulgarian learners often 

substitute the German palatalized [l] with native sounds or sound combinations due to the absence of a similar consonant in 

Bulgarian. SLM posits that L2 sounds are perceived and produced based on their similarity to L1 sounds, but also on the 

experience with L2, explaining varying success rates. The forced-choice test showed higher correct responses in older students 

due to refined perceptual categories. The results of the German Philology students clearly demonstrate that focused phonetic 

training can lead to improved discrimination and production. Formant analysis supports both models, indicating participants 

struggled with the combinations of [l] and rounded back vowels, reverting to familiar L1 articulations. 

Knowledge of the rule for combining the palatalized allophone of /l/ in L1 hinders its correct discrimination in phonetic 

distributions not allowed by L1, specifically after a rounded back vowel. In these instances, participants apply two strategies that 

utilize the same acoustic feature of [l], namely the high frequencies of F2 indicating a narrowing of the vocal tract. In the first 

scenario, they interpret these high values as an indication of inserting the glide [j] between [l] and a back rounded vowel. In the 

second scenario, they use the F2 values as the primary information for the place of articulation of the vowel and replace the back 

rounded vowel with a front vowel, thus preserving the rounded feature. 

Overall, the study highlights the significant impact of L1 phonotactic rules on L2 pronunciation, demonstrating the utility of 

targeted phonetic training. 
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I. INTRODUCTION 
The variable /t/ in Dublin English (DubE) has been of particular interest among scholars of Irish English (IrE), and is an “immensely 
variable sound in the accents of English” [1: 728] more generally. A fricated realisation of /t/ (also known as a slit-t), particularly in 
coda position, has been described as “one of the most conspicuous features” of IrE ([2: 429]; see also [3] and [1]). DubE /t/ is quite 
heterogenous, however, with documented categories including an aspirated alveolar plosive [tʰ] (henceforth aspirated stop), glottalised 
variants, a full glottal stop [ʔ], a tap [ɾ], [h], dental [t̪], a dental fricative [θ], an affricate [ts], [ɹ] [see 3: 40-41], and deletion [4: 122]. 
IrE is also noted to have several fricative variants, including a voiced fricative and a fricative flap [1]. The sociolinguistic factors of 
age, social class, neighbourhood and gender have been found to govern /t/ variability in DubE, with the fricated variant [t̞] most 
common among women and in younger people living on the Northside or Southside of the city [see 5]. All other variants, especially 
the aspirated stop and glottalised variants, are more common among males (see [6] on its indexing toughness and masculinity) and in 
low socio-economic status areas of Dublin, such as the Inner City [5], or among low income or unemployed speakers [4]. The age 
effect is likely to reflect the impact of language change, as [4] has shown via a small-scale study of Irish radio shows from 1930-2011 
that /t/ has changed from being realised primarily as the aspirated stop to the fricated variant. Fricated /t/ may thus be a more recent 
incursion into the variety, indicative of increased endonormativity, with the exonormative target being the aspirated stop from British 
English. We investigate sociophonetic variability in coda /t/ in DubE, which has been given limited scholarly attention since [7] and 
[8], with the exception of [4]. In doing so, we aim to contribute to the understanding of /t/ variability in English varieties and IrE more 
generally [see also 1]. We pose the following research questions: 

1. What patterns of /t/ variability are found in present-day DubE? 
2. What effect do extralinguistic (i.e. gender, location, age) factors have on /t/ variability in DubE?  

II. METHOD AND MATERIALS 
The first author, a native speaker of IrE, collected the data in 2019 in Dublin with 21 DubE speakers (11 female; 10 male), born and 
raised in or near the city. Eight participants were from the Southside (SS in the participant codes), eight from the Northside (NS), 
three from Terenure, to the south-west (W) of the city and two from satellite towns in the neighbouring county of Wicklow (WW). 
Participants were students (n=15) or professionals (n=5), with mean age 26 (range: 18-57; SD=10), also represented in the participant 
codes. They were recorded reading aloud a wordlist of 60 real words with varying lexical frequency with three repetitions, and also 
completed other tasks not reported on here. We draw on 17 /hV(r)t/ items with differing preceding vowel environments (bite, boat, 
boot, bought, bout, hat, hate, heart, heat, het, hit, hot, hurt, hut, let, put, that), resulting in 1,133 tokens (54 per speaker), noting one 
exclusion, and hot appeared twice erroneously in the printed wordlist, leading to six hot tokens per speaker. 

Sound files were uploaded to Webmaus [9] with the corresponding wordlist text file for autosegmentation, and then exported into 
Praat textgrids [10]. Each token was subject to an auditory and visual analysis, with the corresponding spectrogram inspected in 
Praat. Coding, conducted by author 1 and a subset checked by author 2, was bottom-up and data-driven, with 13 categories 
established and operationalized with the aid of definitions in [1, 11]. The majority of tokens were either fricated [t̞] or aspirated stop 
[th], with related categories of fricated+voiced, fricated+stop, aspirated stop+dental and dental fricative. Other categories included 
an affricate [ts] and an affricate+aspirated stop variant, a pre-glottalised variant and glottal stop variant, and three categories of 
ejective: ejective, ejective affricate and ejective dental. 

III. RESULTS 
Overall, 45.6% of the data was fricated [t̞], constituting the largest category. The word bought was most likely to be fricated (61.9% 
of the time), and het the least likely (28.6%). Other tokens with high (52%+) rates of frication were boat, bout, hat and put. Three 
younger speakers, 062F_SS_21, 064F_SS_21 and 071M_WW_27, had a 100% frication rate for all 54 of their tokens. The average 
frication rate per speaker was 45.5%, but four speakers had zero fricated variants, e.g., 065M_W_19 with 94% pre-glottalisation, 
and 074M_NS_18 with 66.6% aspirated stop and the remainder affricate variants. The grammatical word that was fricated 47.6% 
of the time (see [1] for a comparison of frication in lexical and grammatical words in IrE). 

The next most common category was the aspirated stop, at 41.6%. Het was most likely to have the aspirated stop (61.9%) and 
hat the least likely (28.6%). Other words with high (52%+) rates of aspirated stop were let, and the two words containing /t/ following 
a rhotic, heart, and hurt. Two older speakers had a 100% aspirated stop rate: 069F_SS_45 and 070F_NS_57. The remaining 12.8% 
of variants in the dataset were distributed among eleven categories, including pre-glottalised (5.6%) and affricate (2.7%). Both of 

45



these categories were restricted to a few speakers, with just four speakers using affricate variants, the most common of which were 
let and hut (both at 9.5% of variants), and three speakers using pre-glottalised or glottal stop variants, the most common of which 
were hat (11.1%) and bout (9.5%). There were at least two pre-glottalised variants for all tokens across the dataset except for heart. 

We examined the effect of three extralinguistic factors on rates of frication: gender, location and age. Fig. 1 (left panel) shows 
that females had significantly higher percentages of fricated variants (mean=61.6%) as compared to men (27.8%) (one-way ANOVA 
(F(1)=4.42, p<0.05), although with considerable interspeaker variation. Fig. 1 (right panel) shows that speakers in the West have 
the lowest frication rates (mean 21%) and the highest rates are among Wicklow (61.1%) and Southside speakers (55.3%), again 
with considerable interspeaker variation. A regression analysis found no significant differences by location, but we note that the 
numbers of participants in the West (n=3) and Wicklow (n=2) are comparatively few. Finally, a Pearson correlation analysis showed 
that age and frication were weakly negatively correlated (r(19) =-0.2, p=0.37, i.e. younger participants do not necessarily have 
higher frication rates), while noting that our sample is skewed towards younger participants. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Variation in /t/ frication by gender (left panel) and location (right panel) 

IV. DISCUSSION AND CONCLUSION 

Our findings reveal 13 categories of /t/ across 1,134 tokens, but the majority of tokens are either the fricated or aspirated stop 
variants. We find alignment with [1] that fricated variants are particularly common in IrE pre-pausal contexts, or at the ends of 
prosodic phrases, noting that our participants took a pause between each of their three repetitions of the tokens. We found a voiced 
fricated variant, as documented for the first time in [1], but no examples of [h], noting that [h] may be restricted to particular lexical 
items in IrE, such as Saturday [1] or scarlet [4]. We also found three categories of ejective, with ejectives being noted in [1] but not 
in [4], which could be related to the effect of the wordlist task. As regards the sociolinguistic patterning of /t/, our findings align 
with [4] whereby fricated variants appear to be the new endormative standard among young Dubliners, with this phenomenon being 
particularly widespread in the Northside and Southside communities, rather than other areas such as the West (see also [5] for lack 
of frication in Inner City speakers). We have also shown that certain prevocalic environments appear to favour frication, including 
back vowels (bought) or diphthongs (bout), which warrant further investigation. Other lexical items, such as het, were favoured with 
the aspirated stop variant, suggesting a word frequency effect (het is a comparatively rare word, potentially eliciting careful 
production). Our future research aims to investigate the role of voice quality, particularly creak in the pre-glottalised variants [see 
1, 11] , as well as word frequency effects, and the same participants’ spontaneous speech [see 1]. 
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I. INTRODUCTION 
The traditional method of Mandarin phonetic instruction has long focused primarily on the acquisition of isolated word tones, 

unfortunately overlooking crucial suprasegmental elements like utterance-level prosody [1]. This exclusive attention on word-level 
tone acquisition has led to a notable gap in the development of students' connected speech production, as well as their proficiency in 
intonation and rhythm [2]. The persistence of the issue can also be attributed to the scarcity of research on L2 Mandarin prosodic 
production, further hindering a comprehensive understanding of the intricacies involved [3]. 

The present study is configured as a preliminary investigation on some prosodic aspects of L2 Mandarin pronunciation among 
intermediate-level Italian university learners. Considering the non-tonal nature of the participants' native language (L1) and the 
dissimilarities in intonational realization between Mandarin and Italian, we aim to provide initial observations on the following 
points: 1) recurring difficulties encountered by Italian learners in L2 Mandarin prosodic production distinct from those at word-level 
tone production out of context; 2) identifying possible instances of negative transfer from intonational and focus realizations that 
may affect comprehensibility in L2 Mandarin [4]; and 3) instructional interventions on L2 Mandarin prosodic production that may 
also benefit word-level tone instruction. 

II. METHOD 

A. Stimuli and participants 
The analysis centers on minimal prosodic units, i.e. disyllabic phrases in dialogic context where not only "local" tonal variations 

(e.g., sandhi) can be found, but also "global" variations (e.g. sentence intonation, prosodic focus) influencing the prosodic 
realization of the utterance [5]. Specifically, target phrases involved all possible dysillabic stressed tone combinations (excl. neutral 
tone), each set in short dialogues to require two intonational realizations (statement and interrogative) and two contrastive focus 
realizations (on the first and on the second syllable, i.e. pre-focus and post-focus, respectively). The stimuli consist of 32 short 
dialogues, each including two target phrases: a statement and an unmarked echo question with the same focus position; below is an 
example of a short dialogue with two tone 4-tone 2 (T4T2) post-focus target phrases (focus in bold): 

 
 

28. Stim_T4T2_post 
A: 你从云南回来，打算给你妈带茶还是带咖啡？ 

A: nǐ cóng Yúnnán huílái, dǎsuàn gěi nǐ mā dài chá háishì dài kāfēi? 
A: [Are you planning to bring tea or coffee for your mom when you come back from Yunnan?] 

 
B: 带茶。 
B: dài chá. 

B: [I’ll bring tea.] 
  

A: 带茶？ 
A: dài chá? 

A: [Bring tea?] 
 

B: 对啊，毕竟茶叶才是云南真正的特产。 
B: duì a, bìjìng cháyè cái shì Yúnnán zhēnzhèng de tèchǎn. 

B: [Yeah, after all tea leaves are the true specialty of Yunnan.]

 
 The participants (n=6, all female) include five native Italian bachelor third-year students, aged 21 to 26, and a 22-year-old 

native Chinese informant (Ch) with a Putonghua Proficiency Exam certification level 1-A. The total number of target phrases is 
384 [16 tone combinations * 2 intonational realizations * 2 focus realizations * 6 participants].  
 

B. Data acquisition and extraction 
The data for this analysis consist of recordings obtained during a reading session. Recordings were made using a Shure MVL 

connected to a 7th-gen. iPad. The audio tracks were saved in .wav at 48 kHz/24-bit. Participants recorded their readings in the 
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presence of the researcher alone, after completing a preliminary questionnaire and engaging in a brief conversation primarily aimed 
at reducing the “affective filter” [6]. The recordings of the target phrases productions were extracted and saved individually in .wav 
using Logic Pro X. The study employs a dual-tiered approach, incorporating pitch-contour analysis and a perceptual test. Pitch-
contour analysis was conducted using Praat (v6.3.03), focusing on two main features: 1) f0 variation and 2) relative syllable 
duration. The results were then compared with [7], and with those obtained from the native speaker (Ch). The f0 variation was 
obtained by measuring three points (P) from the tone bearing unit (TBU) of each syllable1: onset point, midpoint, and endpoint [5]. 
The f0 values were extracted in Hz and converted to St with a fref of 80 Hz [8]. Relative syllable duration was calculated as a 
percentage including the entire segment of the syllable. The perceptual test, conducted using PsychoPy6 (v2023.2.3), involved an 
auditory decision task designed to test the perception of the intonational information conveyed by the target phrases, presented 
without context or visual cues. For each sentence, participants chose between "statement," "question," or "I don't know". Each 
sentence was played twice before a response was required. The informants (n=3) were native Chinese speakers aged 24 to 26. The 
audio material included target phrases produced by Ch as a control (positive). 

III. BIREF DISCUSSION 
Participants faced interesting challenges deviating from native prosodic strategies, as evidenced by the pitch-contour analysis, 

and hindering the conveyance of the prosodic information, as suggested by the perceptual test results. One notable phenomenon 
observed was tone-intonation interference. Fig.1 illustrates tone-intonation interference in students’ productions (S1, S2 and S5) of 
the pre-focus interrogative "jiāo kè? 教课？" (T1T4), a compatible tone sequence2.  

 

 
Figure 1 Example of tone-intonation interference 

 
In students’ productions, the contour of T4 (P4-P6, HL in its citation form) rises, influenced by intonational demands. Notably, 

in the production of S5, the value of the starting point of T4 (P4) significantly lowers compared to the first syllable (P1-P3), 
further emphasizing the final rising contour (LH). The above-mentioned L2 productions differ from L1 production (Ch) as in the 
latter a change in the tone register is employed instead of a change in the tone contour. In fact, in Ch T4 retains its falling contour. 
Further and more in-depth results will be discussed also in relation to focus positioning on target phrases, offering valuable 
insights into the way speakers of a non-tonal language, like Italian, perceive and produce Mandarin prosody. The author will also 
explore the potential benefits of research-informed instructional interventions on L2 Mandarin prosodic production to word-level 
tone instruction. 
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1 All the syllables of the target phrases were designed to begin with a voiceless sound and end with a voiced sound, thereby constraining the TBU to the final 

sound. 
2 A compatible tone sequence is characterized by similarity between the tone target at the offset of the preceding tone and the onset of the following tone (e.g., T1's 

offset target is H, and T4's onset target is also H). Such sequences are generally easier to produce at the word level for both L1 and L2 Mandarin speakers [9]. 
Therefore, the study mainly focuses on these sequences to better observe utterance-level prosody-related phenomena. 
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I. INTRODUCTION 
The question of the relationship between language use and cognitive skills (e.g., attention, working memory, inhibition) is a 

current and promising line of inquiry in SLA [1, 2] with direct implications for theorizing in connection to usage-based accounts of 
L2 learning [3, 4]. In the field of L2 pronunciation, these questions have been explored with regard to both general cognitive 
mechanisms [5] as well as those specifically related to domain-general auditory processing [.g., 6, 7]. In these separate lines of 
inquiry, both inhibition (i.e., the ability to suppress an automatic or dominant response) and auditory integration (i.e., the ability to 
repeat melodic or rhythmic strings) appear to be promising in their ability to explain individual differences in L2 perception and 
production abilities for classroom learners. What remains unknown is how inhibition and auditory integration might be related to 
one another, and whether different types of inhibition might be better suited to explain pronunciation abilities. 

II. METHODS 

A. Participants and Materials 
The current study explored the relationships among inhibition, auditory integration, and L2 perception/production in a sample of 

L1 English learners of Spanish (n=58). Replicating Darcy et al. (2016) [5] perception was measured using a speeded ABX 
categorization task and production was measured using a delayed sentence repetition task. Three distinct tasks were chosen to 
measure inhibition to tease apart whether different types of inhibition (e.g., resisting a dominant response vs. proactive interference) 
might be more or less related to auditory integration and L2 pronunciation skills. Auditory integration was measured using the 
melodic and rhythmic reproduction tasks in [7].  

B. Results 
The first underlying theoretical question at the core Darcy et al. (2016) and the current replication regards the extent to which 

L2 phonological skills are related to general cognitive abilities, specifically inhibitory control. The logic behind the hypothesized 
relationship is that those with greater inhibitory control might be better at suppressing their L1 during the processing of L2 
acoustic-phonetic input, ultimately resulting in more accurate segmental categories. Having these more accurate categories would, 
in turn, result in more accurate perception and production of segments during language use. Put another way, variability in 
outcomes in L2 pronunciation could be the result of individual differences in inhibitory control. Bringing together the findings 
from DM&D and the current replication, no strong, clear, or consistent relationship emerges between inhibitory control and L2 
perception/production skills. Multiple explanations for why there were discrepancies between the results of the two studies are 
explored. 

The second underlying question of the extension portion of this study is the relationship between L2 phonological skills and 
domain-general auditory processing . An intriguing body of research is providing mounting evidence for the role of domain-
general auditory processing in second language learning [7] such that “the ability to precisely encode auditory input [e.g., 
information about frequency, duration, amplitude] may be a bottleneck for the establishment of knowledge about segmental and 
suprasegmental linguistic categories” [8, p. 480]. The current analysis for the relationship between L2 phonological skills and 
domain-general auditory processing is currently ongoing. The findings will provide a better understanding which types of skills 
are most robustly related to L2 perception/production and more importantly whether they relate to auditory integration. 
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I. INTRODUCTION

The current study aims to evaluate the perception of English high-front vowels, low vowels, and high-back vowels by Kichwa – 
Spanish bilingual speakers and Ecuadorian Spanish speakers. In Ecuador, Spanish is the official language, while Spanish, Kichwa, 
and Shuar are official languages of intercultural relation. Because of that, there are EFL learners who are Kichwa–Spanish 
bilinguals as opposed to EFL learners who are monolingual Spanish native speakers. The phonemic inventory of Kichwa contains 
twenty-seven phonemes [1] including three vowels, /i/, /a/ and /u/; the vowels /e/ and /o/ are used in loanwords from Spanish [2]. 
The phonemic inventory of Spanish distinguishes vowels in terms of tongue height and frontness, resulting in five vowels: /i/, /e/, 
/a/, /u/ and /o/ [3]. The inventories of English and Spanish exhibit more widely dispersed peripheral vowels compared to the less 
dispersed vowel inventory of Kichwa [4]. The Speech Learning Model [5] suggests that the phonological systems of a bilingual's 
two languages exist within the same 'phonological space'. It hypothesizes that a new phonetic category can be established for an L2 
sound that differs phonetically from the closest L1 sound if learners discern at least some of the phonetic differences between the L1 
and L2 sounds. Thus, the research question explored in this study investigated the influence of perceived phonetic differences 
between an English sound and its closest L1 counterpart and the ability to distinguish phonetic variations between the two sounds in 
bilingual Kichwa-Spanish and monolingual Ecuadorian Spanish learners of English.   

II. EXPERIMENTAL DESING

The participants in this study consisted of forty-eight undergraduate students from various majors at Universidad Técnica de 
Ambato in Ecuador, all of whom were required to attain a B1 level of English proficiency as a prerequisite for graduation. On 
average, these students had received one year of formal English instruction at the university level. The Kichwa-Spanish bilinguals 
had been exposed to English during their high school education, and half of them also received exposure during primary school. In 
contrast, the Spanish monolinguals had enrolled in English instruction throughout both primary and secondary education. It is 
important to note that none of the participants reported having lived in an English-speaking country prior to this study. The 
participants were divided into two groups: Kichwa-Spanish bilinguals and Spanish monolinguals. They were exposed to two 
experiments in which /ɪ- i/, /æ- ɑ/, and /u- ʊ/ phonetic contrasts were evaluated. These contrasts were tested since they would likely 
fall within the range of variations of the closest corresponding Spanish or Kichwa phoneme. The first task involved an ABX 
discrimination task using E-Prime 2.0 software. Participants listened to twenty-one pairs of words containing /ɪ- i/, /æ- ɑ/, and /u- ʊ/ 
phonetic contrasts. After hearing each pair twice, they were presented with a third word and asked to identify if the vowel sound 
was similar to the first or second word they heard. The second experiment developed an AX task where participants were exposed 
to twenty-one pairs of words containing one of /ɪ- i/, /æ- ɑ/, and /u- ʊ/ contrasts, and they had to determine if the vowel sounds were 
the same or different. The entire experiment was completed within fifteen minutes for each participant. 

III. RESULTS

To evaluate the data collected, two generalized linear mixed model analyses were run. Based on the results of the ABX 
discrimination task shown in Table 1, a significant effect of Vowel was observed (p < .001), indicating that participants 
discrimination performance varied within the different vowel contrasts presented in the task. Indeed, participants may have greater 

difficulty discriminating between /ɪ- i/ and /æ- ɑ/ vowel sound pairs than between /u- ʊ/ vowel sound pairs. However, there was no 
significant effect of Group (p = 0.408), suggesting that there were no overall differences in discrimination performance between the 
Kichwa-Spanish bilinguals and Spanish monolinguals. Additionally, the interaction effect between Vowel and Group was not 
significant (p = 0.822), indicating that the relationship between vowel discrimination performance and language background did not 
differ significantly within the different vowel contrasts. This may imply that, although Kichwa speakers have expanded their vowel 
inventory because of the influence of Spanish, they are still not able to differentiate English vowels consistently. Based on the 
results of the AX discrimination task in Table 2, it can be evidenced that there was no significant main effect of Vowel (p = 0.372), 
indicating that participants' discrimination performance did not significantly differ across the different vowel contrasts presented in 
the task. However, a significant main effect of Group was observed (p = 0.024), suggesting that there were overall differences in 
discrimination performance between the Kichwa-Spanish bilinguals and Spanish monolinguals, which indicates that the Spanish 
monolinguals performed better in this discrimination task. This group was able to recognize /u- ʊ/ more effectively than Kichwa-
Spanish bilinguals.  Furthermore, the interaction effect between Vowel and Group was not significant (p = 0.391). Overall, the 
results from the ABX task suggest that participants could distinguish different vowel sounds, but whether someone was bilingual, or 
monolingual did not make a big difference in the manner they achieved it. Besides, the language background was not determinant 
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when it comes to differentiate sounds in this task (Figure 1). On the other hand, overall findings of the AX task suggest language 
background may play a role in the discrimination of sounds in this task (Figure 2). Further analysis might be necessary to fully 
understand the relationship between language background and vowel discrimination in this context. 

TABLE I. RESULTS OF THE GENERALIZED  MIXED-MODELS ANALYSES FOR ABX DISCRIMINATION TASK  

ANOVA Summary  

Effect df ChiSq p 

Vowel 2 21.603 < .001 

Group 1 0.684 0.408 

Vowel ✻  Group 2 0.392 0.822 

TABLE II. RESULTS OF THE GENERALIZED  MIXED-MODELS ANALYSES FOR AX DISCRIMINATION TASK  

ANOVA Summary  

Effect df ChiSq P 

Vowel 2 1.989 0.372 

Group 1 5.060 0.024 

Vowel ✻  Group 2 1.881 0.391 

Fig. 1. Scatterplot for the ABX discrimination task (High-back vowels in red, high-front vowels in green, low vowels in blue) 

Fig. 2. Scatterplot for the AX discrimination task (High-back vowels in red, high-front vowels in green, low vowels in blue) 
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I. INTRODUCTION
Computer-assisted pronunciation training (CAPT) for non-native children involves using speech technology to help improve

the pronunciation of non-native speakers, particularly children [1]. In CAPT, children are given specific sentences or phrases to
practice pronouncing [2].

Hybrid automatic speech recognition (ASR) [3] models combine neural network techniques with statistical methods, offering
high accuracy and lower latency. With a more limited search space for words, they are ideal for tasks like CAPT. However, in
general, the amount of non-native children's speech data is very limited, and to create a better phoneme recognition model, a large
amount of data is required [4]. On the other hand, self-supervised pretrained models have demonstrated superior performance
when fine-tuned on smaller amounts of training data compared to hybrid models. Self-supervised pretrained models leverage
large-scale unlabeled data to learn robust language representations [5]. When fine-tuned on smaller labeled datasets, they adapt
effectively, achieving competitive performance with less data. While self-supervised pre-training models offer advantages, they
can generate non-lexical words and hallucinations when dealing with under-resourced languages and limited text and speech data.
This undermines their effectiveness in phoneme recognition for CAPT.

Hybrid ASR models use Mel-frequency cepstral coefficients (MFCCs) as acoustic features, which are based on a model of the
adult vocal tract and based on how the human auditory system works. These features may not capture the nuances of the child
vocal tract as accurately because of their inherent information loss [6]. On the other hand, self-supervised learning (SSL)
end-to-end models like XLS-R, which have been fine-tuned on a small amount of children's speech data can generate high-quality
vector representations of input speech audio sequences and that can offer features that are more tailored to the characteristics of
children's speech [7].

In this research, our aim is to improve the Phoneme Error Rate (PER) and consequently enhance pronunciation error detection
in CAPT systems by leveraging the strengths of both end-to-end and hybrid ASR systems. We address the following research
questions: RQ1: Can the internal layers of self-supervised pre-training models provide any insights into the development of
phonetic and phonological properties of speech? With this understanding, RQ2: Can we create a tailored and robust hybrid
phoneme recognition model?

In this study we will use JASMIN [8]; a children’s read speech dataset of the Dutch language as a training and testing material.
We will compare two feature extraction approaches:

(1) The first method involves using Mel-frequency cepstral coefficients (MFCC features), which are traditional acoustic
features commonly used and create a phoneme recognition with hybrid ASR. We consider this as our baseline model.

(2) The second method uses features from a self-supervised model called XLS-R, fine-tuned on a small amount of children's
speech. Then, these features are used to train a hybrid ASR model for phoneme recognition.. This method has shown improvement
on word based under-resourced languages in ASR tasks, and can be well implemented in phoneme recognition with a hybrid ASR
model in CAPT.
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I. INTRODUCTION

Non-native cue-weighting of acoustic features poses a significant obstacle to accurate vowel perception. While language 
transfer is responsible for a great many non-native perception and production errors, the speaker’s L1 does not represent the sole 
source of non-native errors [1]. The literature has largely explored non-transfer production errors that can be found across 
speakers of different languages. However, further studies are yet to examine perception errors that do not hinge on the speaker’s 
L1. This line of research requires more attention, especially in accounting for the non-native reliance on acoustic cues that are not 
phonologically contrastive in either the speaker’s L1 or L2. Specifically, studies have shown that non-natives with different L1 
backgrounds rely on duration contrasts to distinguish between tense and lax vowel pairs, instead of spectral contrasts [2, 3, 4]. 
This phenomenon is accounted for in Bohn’s desensitization hypothesis, which posits that non-native speakers will resort to vowel 
length as the main contrastive feature for vowel pairs that non-native speakers lack in their phonological vowel inventory or for 
which they only have one vowel category. 

Bohn’s hypothesis has garnered empirical support and recent studies have researched the non-native cue-weighting of duration 
in vowel perception and the effectiveness of training in redressing this issue [5, 6]. However, the literature has largely neglected 
the population of non-adult, naïve learners who have not received significant L2 input or pronunciation training. 

The current study examines the cue-weighting of duration and spectrum in the perception and production of English tense and 
lax vowels and the effect of three pronunciation training approaches (implicit, quality-based, length-based) on the perception and 
production of these vowels. The experiment included 43 bilingual Catalan/Spanish subjects (13- 14-year-olds) with an A2 or B1 
language level, according to the CEFR [7], who had not received any prior pronunciation training. The subjects were EFL students 
at a secondary school and were divided randomly into three groups according to pronunciation training approaches. 

II. METHODOLOGY

A. Stimuli and procedure
The experiment aimed to gather perception and production data following a pre-test/post-test design. The perception tests (pre-

test and post-test) consisted of a forced-choice identification task with 50 randomized stimuli containing acoustically manipulated 
tense and lax vowels /i/ and /ɪ/ (“beat” and “bit”). The stimuli were recorded by a native English speaker and analyzed with Praat 
to measure the F1 and F2 values as well as duration of the tense and lax vowels. These measurements were used to manipulate the 
stimuli in five equal steps in duration and quality (F1 and F2), which resulted in a continuum of 25 stimuli ranging from the 
original F1, F2, and duration values of “beat” to those of “bit”. The production tests consisted of recording the subjects’ 
pronunciation of eight minimal pairs containing tense-lax vowels /i/-/ɪ/ and /u/-/ʊ/. In this paper, only the results of the perception 
tests are reported. 

B. Pronunciation training
After the pre-tests, all groups were administered four sessions of one-hour-long pronunciation training. The pronunciation

instruction was divided into three approaches and groups: length-based, quality-based, and implicit. All the groups received the 
same instruction but the first and second groups were introduced to “long” and “short” vowels and “tense” and “lax” vowels, 
respectively. The length-based approach aimed to assess how classifying vowels as “long” and “short”, as in the British tradition, 
can impact vowel perception. Each training consisted of a short presentation and activities to practice perception and production. 
The sessions aimed to raise awareness of contrasts between English and Spanish/Catalan pronunciation, provide articulatory and 
acoustic descriptions of English vowels, and practice pronunciation through production activities and vowel discrimination 
activities. 
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III. RESULTS

A linear mixed-models analysis on the perception test showed a significant reliance on vowel duration at specific steps of the 
continuum across all groups. The length manipulation had a significant effect on vowel perception at the first (p = .029), third 
(p = .016), and fourth (p = .014) steps of the continuum. Moreover, the pronunciation instruction also significantly affected vowel 
perception (p = .033) of all groups at the first step of the continuum. This indicates that participants correctly identified 
manipulated vowels in the first step more often in the post-test than in the pre-test, even though vowel duration still influenced 
their vowel perception. The results also showed a significant interaction of Time * Quality for the third (p = .027) and fourth 
(p = .024) steps of the duration manipulations of the stimuli. This means that vowel quality had a more significant effect on the 
subjects’ vowel perception of some stimuli after the pronunciation training sessions. 

Table I shows the pre-test’s estimated marginal means of the subjects’ vowel identification of the stimuli. The table illustrates 
how the subjects’ vowel identification changes as the duration of the vowel shortens. Table II shows how this trend seems to hold 
in the post-test, albeit to a marginally lesser extent, with slightly more accurate identification of vowel quality towards the end of 
the duration axis. 

These results seem to point to a relationship between length and non-native vowel perception which cannot have resulted from 
L1 transfer, since neither Spanish nor Catalan have contrastive phonological duration. Likewise, this reliance on duration cannot 
be ascribed to L2 experience because the subjects were naïve learners who had no knowledge of English phonetics or, specifically, 
the British tradition that classifies vowels by length (“long” and “short” vowels). Thus, the duration contrasts were more salient 
than the spectral ones, contrary to what L1 transfer accounts would predict. These findings are consistent with Bohn’s hypothesis 
in that, even though the subjects rely solely on spectra, not duration, to distinguish native vowels, they resorted to length contrasts 
in their perception of English tense and lax vowels. According to the desensitization hypothesis, in the absence of salient spectral 
contrasts, speakers will rely on duration to distinguish non-native vowels because they have not been sensitized to such 
qualitatively different categories. 

The analysis of the production data gathered will produce further insights on the non-native appreciation of duration as a 
significant feature in producing tense and lax vowels in English. 

TABLE I.        ESTIMATED MARGINAL MEANS FOR PRE-TEST (THREE GROUPS) 

TABLE II.       ESTIMATED MARGINAL MEANS FOR POST-TEST (THREE GROUPS) 
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I. INTRODUCTION 

As innovative and creative language users, teenagers are of interest to language researchers for many reasons [1]. In the case 
of language usage from dialectal areas, spoken language data also allow for observing local pronunciation features. As a pilot 
study, this paper examines the language usage of two 12-year-old teenagers from Saaremaa. Saaremaa is situated in the Baltic Sea 
in the western part of Estonia and is the largest island of Estonia. 

In a situation where the dialects of the Estonian language are levelling, features that define the accent of regional language use, 
can still be found. The accent of Saaremaa is known for some phonetic features, e.g. labialization of the vowel /ɤ/, and sing-songy 
melody [2]. 

The main focus of this research lies in one of the phonetic features characteristic of the Saaremaa accent: the variation of the 
unrounded back vowel /ɤ/. The vowel /ɤ/ occurs in most language varieties within the Estonian language area (see [3]). In the 
dialects spoken on the western Estonian islands, the usage of /ɤ/ varies. The variation of the /ɤ/ is also the most notable 
pronunciational difference between eastern Saaremaa, and western and central Saaremaa (see [2], [4]). Ellen Niit’s acoustic-
phonetic study on the pronunciation of Saaremaa vowels by older speakers showed that /ɤ/ has merged with the labial front vowel 
/ø/ [5]. 

This study aims to find out if the merger of these two vowels can also be considered a characteristic feature of the Saaremaa 
accent among teenage speakers. How much does the pronunciation of /ɤ/ vary? Can there be found variants in the language use of 
teenagers, where /ɤ/ distinguishes from /ø/ and has not merged with it? 

II. MATERIAL AND METHOD 

Analysed data for the pilot study were extracted from the spoken corpus compiled in 2019–2022 within the “Teen Speak in 
Estonia” (TeKE) project [6]. The citizen science approach in data collection was used [7]. The corpus contains 97 hours of 
conversations from 131 participants aged 10–18 from various regions in Estonia. About 26 hours of recordings have been 
collected in Saaremaa. ELAN annotation software [8] was used to transcribe the audio files of the conversations. 

For this study, we used an everyday conversation between two 12-year-old boys from Saaremaa, which lasted approximately 
one hour. The main topics discussed during the conversation were computer games, football and school. The informants 
themselves made the recording. However, the conversation was led by Speaker 1, taking the role of interviewer, which explains 
the between-speaker difference in the number of analysed words containing vowels /o/, /ɤ/, /ø/. The vowels were searched for 
using Praat [9]. Table I provides the number of analysed vowels. The vowels were analysed acoustically, and the values of the 
first three formants from the middle of the vowels were extracted using Praat’s script. Statistical analysis was carried out in R 
[10]. Average formant values and standard deviations were calculated, and both short and long vowels were analysed together. For 
the analysis, the ggplot2 package was used [11]. 

TABLE I.   NUMBER OF ANALYSED VOWELS BY SPEAKER 

Vowel  Speaker  
SP1  SP2  

/o/  12  31  
/ɤ/  27  76  
/ø/  3  21  

III. RESULTS 

Some results are presented next. Fig. 1 presents formant values of F1 and F2 of all analysed vowels: o /o/, õ /ɤ/, and ö /ø/. 
Average values have also been provided, along with standard deviation ellipses. The standard deviation ellipse could not be shown 
for the vowel /ø/ of SP1 due to the limited number of tokens. 
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The quality of the vowel /ɤ/ varies notably in the pronunciation of both speakers. However, Speaker 1 had only three tokens 
containing the long vowel /ø/. Nevertheless, as seen in Fig. 1, his pronunciation exhibits both variants of /ɤ/ that are close to /ø/ or 
even more front than /ø/, as well as variants that are close to the back vowel /o/. The standard deviation also shows considerable 
variation in the values of F2 of /ɤ/ (around 180 Hz). The average formant values for F2 of /ɤ/ and /ø/ are 1406 and 1535 Hz, 
respectively. 

The variation in the pronunciation of Speaker 2 is quite large: standard deviations of F2 for /ɤ/ and /ø/ are 141 Hz and 99 Hz, 
respectively. However, the standard deviation ellipses do not completely overlap. Some variants of /ɤ/ are close in quality to /ø/, 
while others have been pronounced more backward, resembling the quality of [ɤ]. The average formant values for F2 of /ɤ/ and /ø/ 
are relatively close: 1384 Hz and 1458 Hz, respectively. 

 

Fig. 1. Vowels o /o/, õ /ɤ/, and ö /ø/ in the F1–F2 (Hz) space: all vowel points, mean values and standard deviation ellipses   
(left panel – Speaker 1, right panel – Speaker 2) 

IV. CONCLUSIONS 
Some conclusions can be drawn from the analysis so far. It appears, that the merger of the vowel /ɤ/ with the vowel /ø/ can still 

be considered a characteristic feature of the Saaremaa accent. However, in the pronunciation of these two teenage speakers, the 
quality of /ɤ/ varies considerably: some variants are pronounced close to [ø], while others are pronounced more backward and are 
closer in quality to [ɤ]. These results will be discussed in more detail in the paper. 
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1. Background

In the extensive computer assisted language learning (CALL) literature on L2 intonation, much attention has been
paid to the teaching and learning of stress and pitch accents, terminal contours and rhythm, from both phonological
[1] and phonetic [2] perspectives. Computer assisted language assessment (CALA), can o�er support for diagnostic
prosody assessment: while communication goals are paramount, communication deteriorates with poor pronunciation.
Di�erences in L1 and L2 utterance duration and fundamental frequency (F0) slope (`declination', `inclination' etc.)
are compared automatically in the present study, with a `no di�erence' null hypothesis. This contrasts with earlier
studies of declination:duration ratio [3, 4], pitch accents [5], or global height and range parameters [6].

A CALA pipeline was constructed, from F0 estimation and modelling through descriptive statistics to ML clas-
si�cation of L2 and target (e.g. L1) productions, with the medium-term aim of providing assistance for grading L2
speakers with probabilistic information [7] on L1-likeness, using (among other techniques) Support Vector Machine
(SVM) classi�cation. A similar SVM method has been applied to F0 contours in order to classify personalities [8].

2. Data and Method

L1 British English data are sourced from the IVIE corpus [9], and consist of 64 readings of 5 disjunctive questions
(`or-questions', chosen here for their complex 2-level intonation structure) by 13 female native speakers. The L2 data
consist of 120 recordings of the same sentences by 24 female advanced Chinese EFL students with 12 years of school
and university English, who are native speakers of Mandarin and Shaanxi dialect. The speakers are of the same sex
so that the same F0 estimation parameters could be used for all participants.

The questions are: Q1, Are you growing limes or lemons? ; Q2, Is his name Miller or Mailer? ; Q3, Did you say

mellow or yellow? ; Q4, Do you live in Ealing or Reading? ; Q5, Did he say lino or lilo? The sentences were recorded
independently by the L2 students on equipment of their choice, mainly Praat [10] on laptops, a familiar testing scenario
for them. Sampling rates varied, so recordings were resampled to 16 kHz. Initial and �nal silences were cropped to
about 100ms and recordings were normalised to unit amplitude. Q4, which is voiced throughout, is used for illustration
in this contribution. Several conspicuous L1-L2 di�erences are already apparent in Figure 1 (e.g. amplitude pattern,
in addition to longer duration and �atter or uptrend global slope for L2).
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Figure 1: Q4, L1 (top), L2 (bottom), di�erent readers: AM envelope, FM envelope, FM regression, residuals.

The methodological foundation is speech modulation theory [11], in which a carrier frequency is modulated by
information signals, and which provides an integrated framework for all areas of phonetics. Modulation theory is as old
as radio, and the terminology is the same as the labels on radio sets, but with a prosodic phonetic interpretation: FM
(for frequency modulation of fundamental frequency, F0, in the larynx; a tone, pitch accent and intonation correlate)
and AM (for amplitude modulation of speech sound and rhythm formants, by naso-oral �lter; a sonority correlate):

Speech = AAMAcos(2π(f +AFM )t+ ϕ)

For example, rhythms use LF (low frequency) AM information signals, and intonation, tone and pitch accent use LF
FM information signals, both with modulation frequencies which are in general below about 5Hz. The focus in this
study is on the FM information signal (f=frequency, t=time, AFM=FM amplitude, AAM=AM amplitude, ϕ=phase);
phase is not treated further. The demodulation and modelling pipeline has the following steps:
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1. AM demodulation: Amplitude envelope, extracted and smoothed, for visual time-frequency alignment.

2. Preliminary noise reduction: centre and peak clipping (10%).

3. Tuning: 3rd order Butterworth bandpass �lter 120...380Hz.

4. FM demodulation: custom time-domain F0 estimation with contour smoothing.

5. Model: linear regression line with interpolation of voicing gaps.

6. Feature extraction: residuals, and duration, slope, intercept values.

Table 1: Averaged results for L1 and L2 F0 contours.
Var: Dur(s) Slope Intercept SDF0 SDabsres

L1 mn: 1.807 -0.074 232.538 32.801 18.817
L2 mn: 2.629 -0.028 237.272 29.559 18.528
L1 SD: 0.348 0.051 26.040 9.988 4.623
L2 SD: 0.542 0.025 23.616 7.687 4.260

t-test: p < .01 p < .01 p < .01 p < .05 p > .05

dur:x (corr): - 0.507 -0.446 -0.484 -0.302

Selected global properties (du-
ration, slope, intercept, SD of F0,
SD of absolute values of resid-
uals) were analysed for the L1
and L2 groups. Q-Q plots and
Shapiro-Wilk tests showed near-
normal distributions and T-tests
were applied (Table 1). Duration,
slope, intercept and SD F0 variables showed signi�cant L1-L2 di�erences and thus refutation of the null hypothesis.
The SD of absolute residuals did not. Slope correlated moderately with duration, con�rming previous peakline studies
[4]. Slope results also showed a tendency for steeper slopes in L1 than in L2 (see also Figure 1), a sociophonetic register
factor. These di�erences found by basic statistical analysis suggest that a more general ML classi�cation scheme could
be used in order to discover whether the di�erences can be seen as a potential model for computer-assisted intonation
grading, using a generalised target set rather than one individual, for example a teacher, as reference.
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Figure 2: Q4 SVM graphs: linear (left), non-linear (right)

SVM classi�ers were trained for the L1 and L2 classes
and z-score standardised duration and slope features
(Figure 2). The scatter plot alone shows L1-L2 di�er-
ences: skewed, variable downward slope, shorter duration
for L1 (vertical scatter), but �at or upward slope, skewed,
variable longer duration for L2 (horizontal scatter). SVM
analysis shows that duration contributes 63%, slope 36%
to the di�erence in Q4; both slope and duration are thus
potential indices of L1-L2 di�erences. Hyperplane ac-
curacy is well above chance, again refuting the `no dif-
ference' null hypothesis: Q1: 94.44%, Q2: 81.08%, Q3:
83.78%, Q4: 97.30%, Q5: 91.89%, full dataset: 90.22%.

3. Discussion and conclusions

Duration and global F0 slope in L1 and L2 readings of disjunctive `or-questions' are distinguished with good accuracy
in this small database, statistically and by SVM. Reasons for the di�erence, such as 20-year L1-L2 time lapse, L1
interference, L2 uncertainty, need further research. Practical applications will require larger and more varied datasets
and more features [6], and large language models will become more relevant. However, the results suggest F0 properties
for learner feedback, with likelihood of prosodic target-likeness as an index of intonation pro�ciency.
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I. INTRODUCTION 

The current study aims to evaluate visual and auditory training on the production of English r- colored vowels /ɝ/ and /ɚ/ by 
EFL learners. In r-colored vowels, the coordination of the tongue movement related to /r/ occurs simultaneously to a central vowel 
[1] which makes its accurate production difficult for EFL learners. Research has suggested the benefits of multimodal feedback, 
which can be provided using technologies such as ultrasound in the context of second language pronunciation training [2]. A crucial 
contribution of ultrasound in second language acquisition is that it allows teachers and learners to see practical components of 
complex articulatory tasks [3]. Thus, using ultrasound to train students on the articulation of /ɝ/ and/ɚ/ might foster their accurate 
production. Two main research issues were explored: a. the potential for and extent of improvement that training provides on the 
accurate production of r-colored vowels; b. what the most effective training technique is to achieve accurate production. 

II. EXPERIMENTAL DESIGN 

The three subjects were exposed to 147 items containing stressed /ɝ/ and unstressed /ɚ/, which were presented in different 
contexts within a carrier phrase. The stimuli were presented in /ɝ/+C and /ɚ/+C contexts, where C were consonants produced with 
different manners of articulation. Data was recorded using ultrasound and audio simultaneously. Each experimental session 
consisted of a pre-test, a short 15-minute training and a post-test. Each participant was exposed to a specific type of training: 
auditory (AT), visual (VT) and a combination of auditory–visual (AVT). AT consisted of presenting 30 recordings containing /ɝ/ 
and /ɚ/, repeated three times. VT consisted of presenting 30 videos with no auditory component portraying the articulation of /ɝ/ 
and /ɚ/ as produced by a native speaker and the orthographic representation of the words, repeated three times. AVT consisted of 
presenting thirty videos with audio that portrayed the articulation of /ɝ/ and /ɚ/ as produced by a native speaker and the 
orthographic representation of the words; each video was repeated three times. During the training period the participants exposed 
to visual and visual–auditory input were allowed to see their articulation by using the ultrasound. In addition, data were obtained 
from a native speaker of North American English for comparison. 

  

III. RESULTS 

In order to reduce the number of dependent variables in the statistical tests, a factor (principal components) analysis was 
performed that helped identify the X and Y positions along the tongue surface that best corresponded to the back section of the 
tongue dorsum, the front section of the tongue dorsum and the tongue blade. Results from a series of linear mixed models analyses 
for the X and Y positions that resulted from the factor analyses are shown in Table 1. Significant main effects were obtained for 
fixed factors Training type (AT, VT and AVT) and Time (pretest vs. posttest), as well as a significant Training type x Time 
interaction for the X positions but only for Training type for the Y positions. Pairwise comparisons reveal that on most occasions 
non-native production deviates significantly from that of the control native speaker, whether in the pre-test or the post-test. This is 
illustrated by the tongue contours shown in Figure 1. The AT and VT groups show a lack of accuracy in the production of r-colored 
vowels. In most cases there is a clear sequence of back vowel + /r/ instead of the low central vowel target. There were also no cases 
of low central vowels without r-coloring, which might be an expected outcome for subjects aiming to hit the correct articulatory 
target. The post-tests evidenced similar difficulties in the achievement of the correct articulatory targets. However, there are aspects 
of the training period that are worth noting. In AT, the participant spontaneously adapted their speech after exposure to the items, 
while the VT participant evidenced varied tongue movements, possibly driven by the absence of audio in the video. Finally, the 
participant in the AVT group did not attempt to imitate the articulation from the videos. Overall, these findings suggest a general 
lack of awareness regarding the articulation of r-colored vowels that could be tackled using visual training with ultrasound. In that 
sense, data from additional subjects will inform as to the most effective methodology to achieve that objective. 
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TABLE I.  GENERAL RESULTS OF THE MIXED-MODELS ANALYSES FOR X AND Y POSITIONS AT THREE POINTS ON THE TONGUE ROUGHLY CORRESPONDING TO 

BACK DORSUM (X1,Y1), MID DORSUM (X2,Y2) AND TONGUE TIP/BLADE (X3,Y3) 

X1 df F p 

 

Y1 df F p 

Group 3,2 11.549 0.081 Group 3,2.22 365.867 0.002 

Time 1,646 67.599 <.001 Time 1,1.61 0.002 0.966 

Group ✻ Time 3,2 22.251 0.043 Group ✻ Time 3,2 0.677 0.642 

X2 df F p Y2 df F P 

Group 3,630 74.926 <.001 Group 3,2 36.074 0.027 

Time 1,3.16 61.585 <.001 Time 1,1.35 0.061 0.838 

Group ✻ Time 3,7.13 17.996 0.001 Group ✻ Time 3,2 3.569 0.227 

X3 df F p Y3 df F P 

Group 3,2.88 40.053 0.007 Group 3.2 108.820 0.009 

Time 1,3.58 72.232 0.002 Time 1.1.03 0.863 0.520 

Group ✻ Time 3,2 28.606 0.034 Group ✻ Time 3.2 3.175 0.249 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Tongue contour splines comparing productions for native speaker vs. the three different training groups at pretest and posttest 
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I. INTRODUCTION

Japanese plosives contrast in voicing, while Chinese plosives differ in aspiration. Previous studies have demonstrated that Chinese 
learners of Japanese are unable to hear prevoicing in Japanese voiced plosives, which causes difficulty in identifying the voicing of 
plosives in Japanese [1].  However, in addition to this problem, which is related to Voice Onset Time (VOT), the closure duration of 
Japanese word-medial voiceless plosives is longer than that of voiced plosives [2, 3]. This difference in closure duration has not been 
observed in Chinese plosives [4], and it has been shown to affect the closure duration of Japanese plosives by Chinese learners [5]. It 
is also likely that it will affect perception of Japanese by Chinese learners. 

The role of closure duration in the voicing identification of Japanese word-medial plosives has received relatively little attention. 
Previous studies [1, 5] have emphasized the importance of closure duration in perception by native Japanese listeners. However, the 
small numbers of subjects in these studies mean that further clarification is needed to demonstrate the perceptual pattern. Nonetheless, 
it is hypothesized that native Japanese speakers rely on closure duration information to identify the voicing of intervocalic plosives. 
However, it is not clear whether native Chinese speakers can perceive differences in closure duration in a similar way to native 
Japanese speakers. 

Therefore, this study aims to investigate the influence of VOT and closure duration on the perception of Japanese word-medial 
plosive voicing by native Japanese and Chinese listeners. By comparing perception patterns between Japanese and Chinese listeners, 
this study aims to identify difficulties faced by Chinese learners in the voicing identification of Japanese word-medial plosives. 

II. METHODS

Three Japanese minimal pairs of three-mora words were selected to contrast voiced and voiceless plosives in word-medial position: 
bilabial (apai 'nonsense' vs. abai 'nonsense'), alveolar (jitai 'font' vs. jidai 'era'), and velar (sokai 'evacuation' vs. sogai 'inhibition'). 
The stimuli were recorded by a female native Japanese speaker. The voiceless words in each pair were selected as the base stimuli 
for further manipulation, ensuring that other acoustic features, such as pitch, remained consistent between the voiced and voiceless 
plosives within each pair. For each pair, a continuum was generated with differing VOT and closure duration. The durations of the 
vowels before the target plosives were adjusted to 100 ms. For /p, b/ and /t, d/ contrasts, there were two steps in the VOT continuum 
(-40 ms and 10 ms). For the /k, ɡ/ contrast, a 30 ms VOT step was added to match the longer VOTs that occur in the production of 
velar plosives. Closure duration steps ranged from 10 ms to 100 ms (in 15 ms increments) for positive VOTs and from 40 ms to 100 
ms (in 15 ms increments) for negative VOTs. A total of 43 tokens were generated (VOT step 1 (-40 ms): 3 contrasts x 5 CD steps; 
VOT step 2 (10 ms): 3 contrasts x 7 CD steps; VOT step 3 (30 ms): 1 contrast x 7 CD steps). 

Twenty native Chinese speakers (aged 18 to 40), with Japanese proficiency levels ranging from beginner to advanced, participated 
in an online experiment, along with 14 native Japanese speakers (aged 18 to 40). All participants were instructed to complete a forced-
choice identification task using earphones or a headset in a quiet place. In the identification task, two visual stimuli representing the 
two possible responses written in Japanese kana syllabary were shown on the screen for each sound stimulus. The 43 generated tokens 
were repeated three times in random order.   

III. MAIN RESULTS

A generalized linear mixed model was fitted to the binomial voiced/voiceless response data, with VOT (1-3 steps, numeric), CD 
(closure duration, 1-7 steps, numeric), NL (native language of the listener, with Japanese as the reference level), and the VOT × CD 
× NL interaction included as predictors. Participants and places of articulation were included as random effects. Significant results 
were observed for the VOT, NL, VOT × CD, and VOT × NL variables. Particularly noteworthy is the significant contribution of the 
interaction between VOT, CD, and NL to the model, suggesting that the interaction of VOT and closure duration acts differently for 
Japanese and Chinese listeners. 

To examine detailed perception patterns, voiced identification curves were plotted as a function of VOT steps (Fig. 1.) and CD 
steps (Fig. 2.). As indicated in Fig. 1, the voiced response rate remained high across VOT steps for the Chinese listeners, except for a 
slight drop at VOT step 3 (30 ms) for the velar contrast. This suggests that the Chinese listeners had higher sensitivity to aspiration. 
For the Japanese listeners, the voiced response rate was less than 100% at -40 ms VOT (step 1). Also, the Japanese listeners’ voiced 
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response rate varied with changes in the VOT, but the direction of change differed depending on the closure duration. Compared to 
the VOT of 10 ms (step 2), the VOT of -40 ms increased the Japanese listeners’ voiced response rate when the closure duration was 
long at 100 ms (step 7) but decreased the voiced response rate when the closure duration was short at 40 ms (step 3). On the other 
hand, VOT of 30 ms (only for /k, ɡ/) consistently lowered the voiced response rate regardless of the changes in closure duration. 

Fig. 2. illustrates the different perception patterns for the Japanese and Chinese listeners. The voiced response rate for the Chinese 
listeners remained consistently high and did not appear to be affected by changes in closure duration. However, voicing identification 
by the Japanese listeners seems to have been greatly influenced by closure duration. The shortest closure duration step 1 (10 ms) 
almost always resulted in voiced responses for Japanese listeners. Generally, Japanese listeners gave fewer voiced responses as the 
closure duration increased. 

The perception patterns of the Japanese listeners varied depending on the place of articulation of the plosives. In Fig. 2., VOT step 
2 and closure duration step 7 resulted in more than 80% voiceless responses for the /t, d/ contrast, whereas there were only around 
50% voiceless responses for the /p, b/ contrast. Moreover, for the /k, ɡ/ contrast, the distance between the plots of VOT steps 2 and 3 
was larger than the distance between the plots of VOT steps 1 and 2, indicating that aspiration had a greater effect than voicing. These 
results are supported by the post-hoc pairwise comparisons of each VOT step contrast and closure duration step contrast.  

IV. DISCUSSION AND CONCLUSIONS 
The Japanese and Chinese listeners showed different perceptual patterns in the voicing identification of Japanese word-medial 

plosives. Overall, the Chinese listeners gave predominantly voiced responses regardless of the VOT or closure duration. In contrast, 
the Japanese listeners' identification was influenced by both VOT and closure duration. 

The reduction in voiced response rate by the Chinese listeners at 30 ms VOT suggests that they were more sensitive to aspiration 
than voicing. For the Japanese listeners, VOT strongly interacted with closure duration. The more consistent voiced response rate at 
30 ms VOT compared to -40 ms VOT suggests a more consistent effect of aspiration than prevoicing. The Chinese listeners had 
difficulty detecting differences in closure duration, whereas the Japanese listeners were highly sensitive to these changes. As the 
closure duration increased, the Japanese listeners tended to give fewer voiced responses.  

The insensitivity of Chinese listeners to duration differences may be due to the lack of such distinctions in the Chinese language. 
Similar difficulties have been observed in native Chinese speakers using vowel durational cues to identify English word-final 
consonants [6]. While previous research has extensively documented the inability of Chinese listeners to hear prevoicing [1], closure 
duration has often been overlooked. This study has demonstrated the critical role of closure duration in Japanese listeners' 
identification, while the lower accuracy of the Chinese listeners in differentiating Japanese word-medial plosives may be attributed 
in part to their reduced sensitivity to closure duration differences. 
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Fig. 1. Plot of voiced response rate as a function of VOT step. 
step. 

 

Fig. 2. Plot of voiced response rate as a function of CD step. 
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I. INTRODUCTION 

In Dhuwaya, like other Yolngu languages of northern Australia, there are six places of articulation for stops (bilabial, dental, 
alveolar, retroflex, palatal, velar) [1]. In related languages, e.g., Djambarrpuyŋu, there is a fortis/lenis contrast for all places [2]; 
however, in Dhuwaya the contrast exists only for alveolar and retroflex stops [1]. Generally, in Yolngu languages, the contrast 
carries a low functional load and is positionally restricted. In Dhuwaya, the contrast is limited to intervocalic position [1, 2]. The 
loss of the contrast for the other four places in Dhuwaya is attributed to regular processes of lenition of lenis stops to approximants 
/j/ and /w/. When the contrast does occur, it is thought that closure duration, not voicing or aspiration, is the primary cue [3]. 

Across the Yolngu languages, the same orthography is used, and is, on the whole, fairly transparent with a one-to-one 
correspondence between phonemes and graphemes [1]. In Dhuwaya, orthographically <b, dh, d, ḏ, dj, g> are used for word-initial 
and after-nasal stops as well as stops that would be lenis in varieties where there is a contrast, while <p, th, t, ṯ, tj, k> are used for 
word-final and stop-neighbouring stops, as well as stops that would be fortis in varieties where there is a contrast. Therefore, the 
relationship between stop graphemes and phonemes is obscured, so students must have knowledge of spelling rules for writing stops 
in most contexts [1]. In this paper we investigate the acoustic phonetic nature of stops in Dhuwaya across positions, focusing on the 
duration of stops as well as the contribution to duration of individual elements of voice onset time (VOT)—voiced and voiceless 
closure, release/aspiration. We also offer some qualitative remarks on stop production. 

Dhuwaya is a koine variety that developed from contact between a number of related Yolngu languages spoken by people in and 
around Yirrkala, a community in east Arnhem Land, N.T., Australia [4]. Dhuwaya is the language of schooling in Yirrkala, which 
has a current population of around 660 people [5]. A bilingual school was established in the 1970s, with the goal of teaching children 
literacy in their own language and at that time Gumatj was determined to be the language of the school, though even then, most 
children spoke Dhuwaya [4]. Today, there is a vibrant teaching team working with linguists to develop literacy tools to complement 
the existing collection of reading materials, including an app and adapting the cued articulation approach to assist students in gaining 
phonological awareness [1]. Many non-Yolngu teachers in Yirrkala are first-language Australian English speakers. Therefore, there 
is a need to document the acoustics of stops to assist in students gaining phonological awareness and teachers in understanding the 
acoustics of stops because 1) the orthography reflects contrasts that are not phonemic in the language, and 2) non-Yolngu educators 
associate graphemes with different (English) phonemes and acoustic realisations. The outcomes of this study can assist educators 
in developing their approach to early-years literacy education that reflects the Dhuwaya stop system. 

II. METHODS 

A. Speakers and recordings 

Three Dhuwaya education assistants (women) recorded a range of words in isolation and frame sentences for a literacy tablet 
application [1]. Audio were recorded in stereo mp3 format and converted to mono wav format (128kb/s, 44.1 kHz). This is very low 
audio quality compared to most phonetic studies, but should not affect the temporal properties we are interested in here.  Words 
uttered in isolation (n = 259) are examined here, which amounts to 391 stops. Isolation forms were selected for this preliminary 
analysis for ease of data processing. However, analysis of data from three framing sentences is forthcoming. 

B. Data processing and analysis 

Data were force aligned using Web MAUS [6] using the Australian language setting, and segmentation boundaries were manually 

corrected. An additional VOT tier was created and VOT element interval boundaries were placed following the recommendations by 

[7]. These included, where relevant, the voiced closure, voiceless closure, and release/aspiration, allowing us to capture the rate at 

which different stops are voiced, the proportion of voicing during the closure, and the duration of stop releases, including (positive) 

voice onset time in non-final stops; these measures can all be extracted from the annotated landmarks. Since we are not interested in 

how place of articulation or following vowels affect VOT, we take the onset of higher formants after the stop release as the relevant 

landmark to determine the end of the stop release, following [8]. An EMU-SDMS database [9] was created and queried in R [10]. A 

qualitative approach is taken to analysis due to small dataset and speaker number. 
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III. RESULTS 

Figure 1 Left shows the overall duration of stops in different categories, encompassing the entire (audible portion of) the closure 

and release phases. This shows that stops essentially cluster into two categories, corresponding to the difference between graphemes, 

on the basis of overall duration. Figure 1 Right shows the duration of stop releases (combining the ‘release’ and ‘aspiration’ phases). 

The across-group differences in release duration are fairly minor, especially considering that VOT differences below 10 ms likely 

fall below the just noticeable difference threshold [11]. Two groups stand out: final stops, which can vary quite freely in their release 

durations (when releases are audible), and stops neighbouring other stops, which are often not released at all. Apart from these 

groups, and disregarding outliers, no clear categories emerge from the release duration data. This suggests that stops form two 

clusters on the basis of overall stop duration, and in particular audible closure duration, but not on the basis of release duration or 

positive VOT.  

 

Fig. 1.  Left: Stop durations by category. Right: Positive voice onset time by category. Coloured by grapheme class.  

IV. DISCUSSION 

Duration patterns show Dhuwaya stops form two groups which reflect the orthographic representation of these speech sounds. 
Comparing total audible stop durations with release durations shows that the phonetic distinction between the graphemes relies 
primarily on audible closure duration: stops written with the <b> class of graphemes either have no audible closure (in the ‘initial’ 
case) or a short audible closure; stops written with the <p> class of graphemes have a long audible closure, and exhibit much more 
variation in closure duration. Future work may include other measures, such as Voice Termination Time [12]. The current results 
suggest a two-way division based primarily on duration could be used in a Dhuwaya literacy programme, irrespective of the functional 
load of the fortis/lenis contrast. 
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I. INTRODUCTION 
In this paper we present methods for the analysis of vowel space areas (VSA) in varieties of German (in Germany). VSAs are 

defined as two-dimensional areas where vowels are represented by the coordinates of their first and second formant frequencies (F1, 
F2). These values are determined by the size and shape of the vocal tract, i.e., the tongue position and the degree of jaw opening. 
They provide information on vowel position and distribution and illustrate the configurations of different vowel systems. Knowledge 
of the regional characteristics of VSA can be important for language teaching, but also for the assessment of language disorders. 

In German dialectology, a distinction is made between vertical and horizontal variation [1]. The latter describes variation in terms 
of geographical space, such as in Low German and Bavarian dialects. Vertical variation examines the range of varieties between 
dialect and Standard German (registers). This type of variation can be influenced by regional factors or by an individual’s linguistic 
proficiency and may additionally reflect social identity, age, and the level of formality in a communicative context [2]. Previous 
studies have explored variation in VSAs of different languages. For instance, studies on American English have revealed distinct 
VSAs corresponding to dialect and gender [3]. Regional differences have also been studied for Low German varieties [4], as well as 
between various locations in Bavaria [5]. In [6], differences in vertical variation have been observed for speakers from Leipzig, 
depending on whether individuals employ standard-intended or dialect-intended speech. Conversely, another study with 
crowdsourced data from speakers from Germany found no clear effect on VSA variation [7]. Given the high degree of variability in 
varieties of German, we assess systematic cross-dialectal comparisons of VSAs. We expect that formant frequency values will vary 
among regions (horizontal variation) and among registers (vertical variation), resulting in different shapes and area measurements of 
the VSAs.  

II. METHODS 
A. Data 

For the analysis, we use data from the corpus “Regionalsprache.de” (REDE) [8]. This corpus contains audio recordings of 148 
locations in Germany. We follow the selection of [9] of one location in each of seven dialect regions, which are Northern Low 
German, East Franconian, Upper Saxon, Mecklenburgish-West Pomeranian, Middle Bavarian, High Alemannic, and Moselle-
Franconian. For each region, two speakers are examined (middle-aged: 45–55 years; older: 65+ years). Differences regarding gender 
cannot be analyzed because the corpus only contains male speakers. The recordings include standard-intended speech, elicited by a 
translation task of the “Wenker sentences” (dialect translated into Standard German), and read speech, elicited by reading the fable 
“The Northwind and the Sun” aloud. The “Wenker sentences” are 40 sentences which were proposed by Georg Wenker in the late 
19th century with the aim to cover as many phonetic phenomena as possible in the dialects of German. A questionnaire with the 
sentences was then sent to all schools and the results were mapped in the “Sprachatlas des Deutschen Reichs”. Since the days of 
Wenker, the sentences are often used in German dialectology because they provide ample material for phonetic analysis and 
comparability between different studies. For the analysis of vertical variation, we include dialect-intended speech, also elicited by a 
translation task of the “Wenker sentences” (Standard German translated into dialect).  

B. Methods 
The methodology occurs in four steps. First, orthographic transcriptions of the standard-intended “Wenker sentences” and the 

read-out text are needed. For the dialect-intended speech, the orthographic transcriptions are based on the standard-language 
equivalents of the produced dialect words. In a second step, these orthographic transcriptions can be uploaded together with the 
recording to the web service WebMAUS [10]. WebMAUS carries out an automated grapheme-to-phoneme conversion. The resulting 
TextGrid includes the segmentation and labels of words and phones. The segmentation is then manually corrected. In the third step, 
we extract F1 and F2 values at 21 measurement points per vowel automatically using a Praat [11] script. This allows us to analyze 
F1/F2 values at the vowel midpoint of all vowels. For future research, we plan to include the formant trajectories as well. In this study 
we analyze long and short monophthongs. Vowels followed by a vocalized /r/ were treated as diphthongs and are thus not included. 
The fourth step includes data normalization, visualization, and analysis using R [12]. The F1/F2 values of all vowels are Lobanov-
normalized. To calculate the size of the VSAs, we implemented a polygon-formula in R.  

We determine all VSAs regarding the region (n=7), the age group (n=2), the communicative setting (n=3), and vowel length (n=2). 
In total, we will have 84 VSA values, which we can analyze with a mixed effects regression model (lmer). This provides an objective 
statistical measurement that allows predictions about the usage of the vocal tract depending on the above-mentioned factors. A greater 
VSA value refers to greater use of the vocal tract. With this data, we can compare the values among different regions, the variation 
within one region, and the variation within each speaker. Additionally, we calculate a centroid of each polygon. Starting from this 
point, we calculate triangles formed by two vowels and the centroid, e.g., /i/ and /u/. This allows the calculation of the distance 
between vowels. Furthermore, the different sizes of the triangles can be compared regarding inter- and intra-speaker variability. 
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III. RESULTS 
First descriptive results can be found in the following figures. In Fig. 1 all long monophthongs of the standard-intended and read 

speech of 14 individuals (two for each location) are plotted. Fig. 2 shows the short monophthongs.  

When examining the long vowels (Fig. 1), the VSA of the speakers from Trostberg (Middle Bavarian) stands out. Their front 
vowels /i:/ and /e:/ are produced more towards the front of the vowel space, compared to speakers from other regions. The short 
vowels (Fig. 2) appear to be more centralized than the long monophthongs. In contrast, the long monophthongs are positioned closer 
to the periphery. For instance, the short /a/ (Fig. 2) of the speaker from Alt Duvenstedt (Northern Low German) shows more 
centralization compared to other regions. Additionally, the short /o/ of the speakers from Dresden (Upper Saxon) demonstrates the 
most backward shifted vowel, especially compared to their short /u/ which is centralized. Preliminary results of calculating the 
polygon size of the VSA for long vowels (Fig. 1) show variances: Trostberg has the largest VSA (3.68), whereas the VSA of the 
speakers from Alt Duvenstedt implicates the smallest VSA (3.03). 

IV. CONCLUSION 
This study attempts to explore methodologies for analyzing VSA variation in German, with a specific emphasis on horizontal and 

vertical variation. Initial observations are made from a preliminary dataset of seven locations (including standard-intended speech 
and read speech), each represented by two speakers. As in previous studies, variations in VSA are identified. Using a polygon formula, 
VSAs are quantified and facilitate statistical comparisons between these areas. By adding dialect-intended speech to our dataset, we 
will get insights on vertical variation. Further methodological refinements will expand analytical capabilities and enhance the depth 
of statistical analysis, so an objective metric for comparable analysis will be provided.  
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Fig. 1. Vowel space of long monophthongs per region; each polygon 

contains the middle-aged and older speaker of the standard-intended speech 
and read speech 

 

 
Fig. 2. Vowel space of short monophthongs per region; each polygon 
contains the middle-aged and older speaker of the standard-intended 

speech and read speech 
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I. INTRODUCTION 

This paper explores two salient features of the interlanguage phonology of Bulgarian speakers of Modern Greek: the stopping 
of the interdentals /θ, ð/ and the realisation of /o/ as [u] in unstressed syllables. The interdentals /θ, ð/ are absent from the phonemic 
inventory of Contemporary Standard Bulgarian (CSB) and their accurate production entails the creation of a new phonetic category 
[1], [2]. In CSB unstressed /o/ undergoes phonological vowel reduction: its vowel quality is neutralized and it merges with /u/ [3]. 
In Standard Modern Greek (SMG) unstressed /o/ undergoes phonetic reduction, namely displacement in the vowel space with 
retention of vowel quality [4]. The accurate production of /o/ in unstressed syllables requires the implementation of a new stressed 
– unstressed distinction which retains the quality of the target vowel. The aim of the present study is to explore the relative degree 
of learning difficulty related to the accurate production of the target sounds. To compare their relative learnability a pre-test post-
test experiment was conducted.     

 

II. METHOD 

A. Participants 

The participants in the experimental group were 10 beginner Bulgarian learners of Modern Greek (8 females and 2 males, 
Mage=19.6). Their productions of the target segments were recorded two times: prior to pronunciation instruction (Time 1 / T1) and 
after 15 pronunciation-training sessions (Time 2 / T2). The productions of a control group of 12 native Modern Greek speakers (8 
females and 4 males, Mage= 25.3) were recorded to provide baseline data. 

B. Stimuli  

The production data were collected by means of a reading task. The stimuli for the interdentals comprised real words containing 
the target segments in initial and medial position in stressed and unstressed syllables with all five Modern Greek vowels /i e a o u/.   

For the vowel, the stimuli were the symmetrical disyllables [ˈpopo] and [poˈpo].  
The elicitation words were embedded in a carrier phrase. The data were hand-annotated and analysed using the Praat software [5]. 

C. Measurements 

The phonetic learning was measured by examination of the T1 and T2 realisations of the target sounds. The assessment was based 
on auditory cues, spectral evidence from the respective waveforms and wide-band spectrograms, as well as measurements of acoustic 
parametres. For the interdentals the first spectral moment (M1) was measured. For the vowel, measurements of duration, F1 and F2 
were taken. The productions of the learners were compared to the productions of the native speakers to evaluate approximation to the 
target norms. To evaluate the statistical significance of the results separate mixed-design ANOVAs were carried out for each acoustic 
parametre.     

  

III. RESULTS AND DISCUSSION 

A. Results 

The results revealed that at T2 the production of the target fricatives was significantly improved, whereas no improvement was 
observed for the target vowel. Specifically, the phonetic learning of /θ, ð/ was demonstrated by a decrease in the stopping of the 
target fricatives and an increase in the interdental fricative realisations. Moreover, improvement in the spectral properties was 
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registered with approximation of the respective M1 values of the control group. As for the target vowel, both T1 and T2 productions 
of unstressed /o/ differed significantly from the L1 norm in the temporal, F1 and F2 dimensions.  

B. Discussion 

The present findings suggest that the creation of a new L2 phonetic category is easier than the unlearning of an L1 phonological 
rule. Considering that the unlearning of categorical vowel reduction entails the application of a novel way for the signaling of the 
stressed – unstressed distinction, the results imply differential learnability of L2 segmentals and L2 suprasegmentals. These results 
are in line with the existing evidence suggesting that the acquisition of L2 suprasegmental features requires more time than the 
attainment of L2 segmentals [6].  
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I. INTRODUCTION 
This presentation reports the findings of a pilot study comparing the complexity of midsagittal tongue shapes used by adult and 

child speakers. When children learn to speak, they learn to coordinate different speech articulators precisely in time. For sounds which 
require multiple lingual gestures, children need time to acquire ‘lingual differentiation’ i.e. control and coordination of multiple parts 
of the tongue [1], [2]. Previous articulatory work has shown that children use less complex tongue shapes than adults, indicating lesser 
mastery of lingual differentiation [3], though there are very few studies which directly compare complexity in adult and child 
productions [4]. The aim of this study is to investigate acquisition of lingual differentiation in consonants with phonemic secondary 
articulations. These consonants require precise coordination of multiple tongue gestures so are predicted to become adult-like later in 
child speech development, but have not yet been considered in studies analysing child tongue shape complexity [3], [4], [5], [6], [7]. 

The study investigates tongue shape complexity in Scottish Gaelic, a Celtic language spoken by ~70,000 people in Scotland [8]. 
Gaelic is an endangered language and family transmission is limited [9]. In the Outer Hebrides, where the data for this study were 
collected, children are now automatically enrolled in Gaelic Medium Education (GME), a form of immersion schooling. This means 
that although the majority of children in this part of Scotland acquire Gaelic, though often do so relying on the school system for 
language transmission and mainly use English at home and in social contexts [10]. This study compares palatalised and velarised 
laterals and nasals i.e., /l ̡̪ l ̪ɣ  n̪ʲ n̪ˠ/. Here, we investigate the following questions: 1) Do adults and children differ in tongue shape 
complexity? 2) Do palatalised and velarised consonants differ in tongue complexity? 3) Do consonants of different place and manner 
vary in tongue shape complexity? 4) Does tongue shape vary according to home language background and gender? 

II. METHODS 
Synchronised audio and ultrasound data were collected from two groups of speakers on the Isle of Lewis, north-west Scotland: 1) 

eight adults who use Gaelic in professional settings, and 2) sixteen children acquiring Gaelic at primary school. The adults were aged 
21-60 (3f, 4m) and represent a community target for Gaelic acquisition. The children were aged 4-11 years (5f, 11m). Two children 
came from a Gaelic-only home, six from an English-only home, and eight from a bilingual home. 

All data were recorded in Articulate Assistant Advanced [11] using a Telemed Micrus ultrasound machine at ~90Hz frame rate 
and a stabilisation headset [12]. Audio data were recorded with a headset microphone connected to an audio interface. The data 
reported here consider word-initial palatalised and velarised laterals and nasals presented to participants as individual words in AAA. 
The word list consisted of eight words (2 per phoneme) and was repeated 2-3 times per participant (total 445 tokens) alongside other 
distractors and before a short English word list. Splines were fitted to the ultrasound data in AAA using the DeepLabCut plugin [13] 
and tongue coordinates were extracted rotated to each speaker’s occlusal plane. In this initial pilot study, we consider data from the 
sonorant acoustic midpoint (labelled in Praat [14]). Future analyses will consider dynamic tongue shape across the word-initial 
sonorant and following vowel. Data were exported from AAA and further analysis carried out in Python and R. We first used the 
Python script from [5] to calculate Maximum Curvature Index (MCI) at sonorant midpoint. This method calculates a number 
representing how curled up or stretched out the tongue shape is. We also calculated Number of Inflection Points (NINFL) [7] in AAA. 
NINFL measures the number of times a tongue spline changes from convex to concave. 

A linear mixed effects model was fitted to the MCI data, and an ordinal mixed effects model to the NINFL data. Models contained 
participant age (child/adult), gender (male/female), and an interaction of consonant and secondary articulation. Word and speaker 
were included as random intercepts. Significance testing was carried out by model comparison. Due to the small numbers of children 
at each age, age differences within the child sample were explored qualitatively, as well as home language differences. 

III. RESULTS 
MCI values: Children had higher significantly higher Modified Curvature Index values than adults, indicating a more curled up 

tongue shape (Fig1.a). In nasal consonants, palatalised consonants had higher MCI values than velarised. There were no significant 
differences between palatalised and velarised laterals. Among the children, younger children have higher MCI values, with children 
approaching adult norms by age 8;4 (Fig1.b). There are some differences according to home language background: children from 
Gaelic-only homes have lower (more adult-like) MCI values (Fig 1.c). However, there are only two children (aged 6 and 8 years) in 
this sample currently. There were no significant differences for speaker gender. NINFL values: This analysis was the same results 
as the MCI analysis, except the other way round i.e. children have lower NINFL values than adults etc. These results are not detailed 
fully here due to space constraints. 
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Fig. 1. Panel a: MCI values for children and adults. Panel b: MCI values according to age of chidlren in months. Panel c: MCI values comparing home langauge 
background among the children. Group means (panels a, c) or speaker means (panel b) are shown as black triangles. 

IV. DISCUSSION AND CONCLUSIONS 
The results show children have significantly higher MCI values than adults. This indicates a more curled up tongue shape and 

lesser mastery of lingual differentiation. These results echo previous results from clinically-focussed studies using MCI [3], [6], and 
support the idea that children are more likely to move the tongue a more closely linked unit than adults [15]. Qualitative analysis of 
the children’s data indicates that MCI values are higher in the youngest children, and adult-like in children over ~8 years. This supports 
auditory research funding protracted acquisition of consonants requiring multiple gestures [16]. NINFL results obtained here also 
indicate lesser lingual differentiation in children (lower NINFL scores). MCI and NINFL were able to distinguish between palatalised 
and velarised nasals. The higher values in palatalised nasals are likely due to the advanced tongue root gesture in palatalisation [17]. 
There is some indication of home language differences among the child sample, where children from Gaelic-only homes have more 
adult-like MCI values. However, we currently only have data from two children who come from a Gaelic-only home so more data 
are needed to confirm this result. Future work will extend the sample size, as well as considering tongue shape across the consonant 
and surrounding vowel in a wider range of words and consonants. 
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I. INTRODUCTION 
Prosodic aspects of speech have been shown to be essential for successful communication and for the comprehensibility of L2 

speakers (e.g., [1]). At the same time, studies examining the effects of prosodic instruction (e.g., [2]) have demonstrated that 
prosodic aspects are teachable and learnable. However, the cleft between the results of empirical research and their implementation 
into teaching practice has been lamented for a long time (see [3] for a recent example). Prosody is targeted only rarely in English 
lessons in the Czech context, despite the considerable differences in the prosodic makeup of English and Czech [4], [5], [6].  

The current study is conceptually based on [7] who used short stretches of L1 French university teachers’ L2 English speech 
with modified prosodic patterns as feedback in a training session and demonstrated the usefulness of this approach. In contrast with 
[7], this study focuses on Czech speakers of English, and the instruction targeted predominantly phrase-level prosody. One of the 
main aims of the present research is to reveal whether both intermediate and advanced learners of English may benefit from a 
relatively short prosody-focused training where their own modified speech served as a model. On the one hand, research shows that 
prosody training can be successful even with learners who have been using the target language for a long time and seem to be 
fossilized [8]. On the other hand, however, highly advanced learners have rarely been targeted and, crucially, learners at this stage 
are likely to have progressed from explicit to implicit acquisition processes [9], possibly weakening effects of explicit instruction. 

II. METHOD 
Six intermediate (B1/B2 as per the CEFR) and six advanced (C1/C2) speakers participated in the individualized prosody-focused 

training. A baseline recording (a diagnostic reading text) was acquired during the first session. Portions of the recording were 
modified using PSOLA [10] in Praat [11], based on the judgement of the first author, who has been teaching the phonetics of 
English for over twenty years. Nine or ten such stimuli were used for each participant, with one stimulus comprising between one 
and three prosodic phrases. The features which were targeted during the manipulations include the following: 

• phrasing (prosodic phrases are longer in Czech than English) and the corresponding phrase boundary signals (i.e., 
deceleration and marked nuclear pitch movement when a phrase boundary was added into the participants’ speech) 

• pitch range (Czech is very flat as compared with English) 
• temporal characteristics of syllables (specifically, shortening of unstressed syllables) 
• prominence (when it was suitable to shift the nuclear-accented word) 

During the first training session (ca. 75 minutes), the learners first received information about the main prosodic aspects of 
English, their importance in communication, as well as the reasoning behind using their own voice for individualized feedback. The 
prosodic phrase was emphasized as the central unit of connected speech – not only in terms of intonation [12], but also rhythm [13]. 
The participants then listened repeatedly to the modified stimuli and, after a 20-second silent period (cf. [7]) repeated them. The 
second training session (ten days later, on average; ca. 50 minutes) was based on the same stimuli, with two additions. First, visual 
displays of the stimuli were provided (pitch contours and temporal information corresponding to portions which were lengthened 
and shortened, similarly to what appears in Praat’s Manipulation window). Second, the respondents were encouraged to use any 
form of gesticulation to reinforce the prosodic patterns. A delayed post-test recording was obtained at least six weeks after the 
second training session. During this last session, the participants were asked to record the initial diagnostic text, as well as a 
completely new text; they were encouraged to make any notes that would help them with the reading. The analyses below are based 
on the comparison of the first diagnostic recording and the two post-test recordings. 

Fundamental frequency was analyzed using default settings for filtered autocorrelation in Praat (note that this is the new, more 
robust Praat’s method of extracting f0), only with f0 ceiling changed to 500 Hz. The Pitch object was converted to PitchTier, and 
portions containing creaky voice were manually removed, so as not to affect subsequent analyses. The rPraat package [14] was then 
used to convert f0 to semitones (ST) re 50 Hz and to stylize the contour using either one point corresponding to mean f0 at the mean 
time point for vowels shorter than 100 ms, or two points (the first and last f0 point within the vowel) fitted with linear regression for 
longer vowels (see [15]). The stylized f0 contours were used to compute 1) f0 range (note that the stylization avoids reporting outlier 
values); and 2) cumulative slope index (CSI [16]) to capture overall melodic variability, always for the entire phrase and separately 
for its nuclear and prenuclear portion. In addition to f0 properties, the suitability of prosodic boundary placement was determined. 
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III. RESULTS AND DISCUSSION 
The results, at this point for five intermediate and five advanced speakers since analyses are ongoing, indicate considerable 

improvements in the prosodic patterning between the two timepoints (i.e., before and six weeks after the training). Only f0 range is 
reported here, but the CSI results suggest a similar improvement. Fig. 1 shows that f0 range, extracted from the stylized contours, is 
markedly larger in the post(-training) conditions than it was in the pre-training condition, and more so in the nuclear portions of 
prosodic phrases (i.e., where the nuclear pitch pattern is realized). Importantly, the improvement is similar in both the intermediate 
and advanced speakers. In addition, there appears to be an effect of text, with the text which was familiar to the participants (having 
been asked to read it also during each training session; condition post1) manifesting a lower f0 range than the new text (condition 
post2). On the other hand, phrase score (which reflects a compound index of the suitability of prosodic boundary placement) turns 
out to be better in most speakers between the pre1 and post1 conditions, but markedly worse in the post2 condition. 

 

Fig. 1. Boxplots of f0 range (ST) in prenuclear and nuclear portions of prosodic phrases before the training (pre1) and after the training in the same text (post1) 
and in a new text (post2) in intermediate and advanced speakers. 

The results of our study indicate that a short prosody-focused training, comprising an awareness-raising session and audio-only 
and audio-visual sessions with the speakers’ voices modified using PSOLA, yields marked improvements in the melodic variability 
of prosodic phrases. Both intermediate and advanced speakers of the target language may benefit from such a short training. 
Naturally, this concerns a read text, which participants are able to prepare in advance; such a short intervention would not be 
expected to result in changes in ordinary speech.  
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Although it is traditionally assumed that speakers of languages with non-contrastive word stress display ‘deafness’ to perceive 
stress contrasts, this effect is not homogenously observed among those languages [1]. Furthermore, speakers of languages with 
lexically contrastive word stress can also display ‘deafness’ [2]. Word stress results from the effect of suprasegmental acoustic cues 
– pitch, duration, intensity – used to signal the relative prominence of a syllable, and it may interact with segments, as some languages
display vowel reduction in unstressed position [3]. The relative weight of each acoustic cue for stress is language-specific [4]. For
example, European Portuguese (EP) has lexically contrastive word stress (e.g., túnel [ˈtunɛɫ] 'tunnel' vs. tonel [tuˈnɛɫ] 'barrel'), and
stress can fall on one of the last three syllables of the prosodic word [5]. Vowel reduction has been attested as the main cue to stress
and, in its absence, EP listeners display stress ‘deafness’ [2], [6], [7]. At a suprasegmental level, word prominence in EP is acoustically
marked by duration, but in paroxytonic words – the regular, unmarked stress pattern in EP –, no systematic acoustic cues occur [6].
Additionally, f0 does not play a role in EP word stress, operating rather at sentence level [6]. Despite the importance of word stress
to intelligibility [8], [9], to date, few cross-linguistic studies investigated how language-specific stress properties relate to stress
perception, and even more so in the case of non-native speech perception [4]. The present study aims at contributing to fill in this gap,
by investigating how language-specific suprasegmental acoustic cues relate to stress ‘deafness’. To this purpose, we conducted a
perceptual study with Hungarian listeners presented with EP stimuli. Hungarian is a syllable-timed language, with non-contrastive
word stress, fixed on the first syllable [10]. Previous studies have attested that speakers of this language display robust ‘deafness’ to
stress contrasts [1],[11],[12].

We recruited a group of Hungarian native speakers aged 18-45 with no previous contact with EP (n = 65). An additional sample 
of EP native speakers (n = 12) was used as a control group. Participants were presented with an oddity discrimination task with catch 
trials, in which they were asked to listen to a sequence of three stimulus, determine if they belong to the same category or, if not, 
identify the odd one. Previous studies conducted with Hungarian listeners used dissyllabic pseudowords and only contrasts between 
stimuli stressed in the 1st syllable and stimuli stressed in the 2nd syllable were investigated. Considering that in EP stress can fall on 
last, penultimate or antepenultimate syllable of a word, trisyllabic pseudowords were used in this experiment, following Correia et al. 
[2]. Stimuli complied with a CVCVCV structure and included only the [i] and [u] vowels, since these are the sole EP vowels that do 
not undergo vowel reduction in unstressed position. To promote categorical processing rather than phonetic discrimination, stimuli 
was produced by three EP native speakers, two female and one male. We tested five conditions: stress on the 1st syllable (e.g., 
[ˈtikuɾu]), stress on the 2nd syllable (e.g., [tiˈkuɾu]), stress on the 3rd syllable (e.g., [tikuˈɾu]), 1st vs. 2nd syllable stress contrast (e.g., 
[ˈtikuɾu]-[tiˈkuɾu]), and 2nd vs. 3rd syllable stress contrast (e.g., [tiˈkuɾu]-[tikuˈɾu]). Similar to previous studies [1], [2], [11], [12], we 
added consonantal contrasts (e.g., [tiˈbuɾi]/[tiˈʃuɾi]), as a baseline condition. Each participant completed 123 trials, 75 trials for stress 
contrast perception, and 48 with consonantal contrasts, presented in two separated blocks. All trials were randomized across 
participants. The experiment was built and hosted online in Gorilla Experimental Builder [13].  

A linear mixed-effects logistic regression revealed a significant effect of L1 (χ2(3, N = 1) = 24.03, p < .001), with Hungarian 
participants displaying lower accuracy in discrimination than the Portuguese listeners. Additionally, we found an interaction of 
L1*type of contrast (stress vs. consonantal): χ2(6, N = 2) = 42.689, p < .001. Pairwise comparisons revealed that both Hungarian and 
Portuguese listeners’ results for stress contrast were significantly less accurate than consonantal contrasts (p > .001 and p = .002, 
respectively). However, a significant difference was found between Hungarian and Portuguese results in stress contrasts (p < .001), 
but not in consonantal contrasts. These results confirm that EP speakers display stress ‘deafness’ in the absence of vowel reduction 
[2] and that Hungarian listeners display a robust stress ‘deafness’, as observed in previous studies [1], [11], [12]. Regarding perception
as a function of stress position, we also find a significant L1*stress position interaction (χ2(11, N = 5) = 32.72, p < .001; Fig. 1).

Fig. 1. Accuracy for stress perception, for Hungarian (grey) and Portuguese (white) listeners, as a function of stress position 
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Pairwise comparisons revealed that Hungarian participants’ accuracy was significantly lower than that of Portuguese listeners in 
the conditions stress on the 2nd syllable, 1st vs. 2nd syllable stress contrast  ̧ and 2nd vs. 3rd syllable stress contrast, but not in the 
conditions stress on the 1st syllable and stress on the 3rd syllable. These results can be reasoned in light of the EP specific stress 
system. As mentioned, in EP, penultimate stressed syllables are not significantly longer than unstressed syllables and, therefore, do 
not carry any additional acoustic cues, as exemplified in Table 1.  

TABLE 1. Syllable duration for the tokens produced by one of the female EP speakers, for the pseudoword /filuvi/ 

Duration values shown in Table 1 further explain the lower accuracy in the results for the Hungarian listeners in trials that 

included paroxytonic stimuli. Improved performance in trials with stress on the 1st syllable may be explained by the regular stress 

pattern in Hungarian, which is in the first syllable of a word. Also, enhanced performance of Hungarian listeners in the condition 

stress on the 3rd syllable may have resulted from the fact the last syllable of a word in citation format is usually longer, as shown in 

Table 1. Interestingly, vowel length is contrastive in Hungarian and, consequently, speakers of this language are sensitive to durational 

contrasts. Low accuracy in stress contrasts (1st vs. 2nd syllable or 2nd vs. 3rd syllable) suggests that Hungarian participants overall fail 

to discriminate contrasting stress patterns.  

The results collected in the experiment suggest that Hungarian listeners are able to perceive stress when stimuli comply with 

the L1 pattern (stress fixed on the 1st syllable) or are acoustically enhanced with duration (stress on the 3rd syllable). This outcome 

is in line with the findings from Salsignac [14]: listeners display a bottom-up strategy (attention to acoustic signals) when non-native 

stimuli have a salient acoustic cue to stress, otherwise, they rely on the L1 default stress position. Additionally, our results show that 

Hungarian speakers fail to perceive stress contrasts (1st vs. 2nd syllable or 2nd vs. 3rd syllable), even when a native acoustic cue 

(duration) is present, which suggests a categorization problem, that is, a robust stress ‘deafness’. In sum, our findings support the idea 

that stress ‘deafness’ does not occur across-the-board, but rather depends on language-specific properties, and, in non-native speech 

perception, on the interaction between L1 and L2 properties. Moreover, this study emphasizes the importance of further research in 

non-native word stress perception. 
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I. INTRODUCTION

Tashlhiyt, a variety of Amazigh language spoken in Morocco, is unique in that it uses durational variation contrastively for all 
consonants in all word positions [1]. Cross-linguistic perception of its singleton-geminate contrasts is still under-studied with a few 
exceptions [2, 3]. In our own work, we showed that word-medial and -final (but not word-initial) contrasts were surprisingly easy for 
naïve non-native listeners, regardless of whether their native language (L1) has geminates or not (Japanese, French, and Taiwan 
Mandarin listeners).  

In this study, we examined the performance of native listeners of three additional L1 backgrounds (Korean, mainland China 
Mandarin, and Mongolian) that lack true gemination but differ with respect to the incidence of fake gemination (as in English one 
nail, unnoticed [4]) on the same Tashlhiyt contrasts as used in our previous work. Unlike Tashlhiyt, consonant length is not contrastive 
at the level of words in Mandarin or Mongolian. While Mongolian uses vowel length contrastively and closed syllables frequently, 
Mandarin has a limited incidence of even fake gemination. Korean fortis stops have a longer closure duration than lenis or aspirated 
stops. But whether or not Korean fortis obstruents should be viewed as geminates remains controversial. Thus, our primary aim was 
to add to the current understanding of non-native perception of singleton-geminate contrasts. We hypothesize that non-initial and 
absolute (or utterance) initial gemination are perceived differently. In particular, due to the absence of acoustic cues to duration in 
absolute initial position, singleton-geminate contrasts should be generally difficult for voiceless stops [2].  

II. METHODS

A. Speech materials

Twelve (4 consonants x 3 positions) Tashlhiyt gemination contrasts were used (/d/: diʁ-ddiʁ, tidi-tiddi, fad-fadd; /t/: tili-ttili, juti-
jutti, jufat-jufatt; /s/: sir-ssir, tisi-tissi, ifis-ifiss; /n/: niʁ-nniʁ, inas-innas, imun-imunn). This allowed for a comparison between the 
three within-word positions: absolute-initial, medial, and final. The stimuli were produced in isolation by a male native speaker.  

B. Participants

We recruited three groups of participants: Korean (n = 20, Mage = 21.4), Mandarin (n = 10, Mage = 19.6) and Mongolian (n = 23,
Mage = 21.8)). The Korean group participated in the study in Seoul, Korea, and the Mandarin and Mongolian groups participated in 
the study in Hohhot, Inner Mongolia Autonomous Region, China. None of the participants had ever been exposed to Tashlhiyt. 

C. Procedure

Participants’ discrimination of the singleton-geminate contrasts was tested using an AXB procedure. Following an 8-trial practice
(with feedback), the participants received 192 test trials (with no feedback). They could take a break after 96 trials if they wished. 
The experiment was run online using PsyToolkit [5, 6]. 

III. RESULTS AND DISCUSSION

The overall mean discrimination accuracy averaged across all positions was 76%, 67% and 77% for the Korean, Mandarin, and 
Mongolian groups, respectively (Fig. 1). The Mandarin group was less accurate than both Korean (t(18.6) = 3.2, p < .01) and 
Mongolian (t(18.5) = -3.5, p < .01) groups. The Korean and Mongolian groups did not differ. Table I shows discrimination accuracy 
for each group according to within-word position (Absolute Initial, Medial, Final) and consonant type (d n s t). Overall, accuracy was 
lowest in the absolute initial position for all three groups. However, their performance varied widely depending on the consonant 
type. In particular, in the absolute initial position, the /s-ss/ contrast was discriminated the most accurately by all groups, but the same 
contrast was discriminated the least accurately in other positions (shaded gray in Table I). Further, despite the expectation that the /t-
tt/ contrast, without the closure duration information, may be more difficult than other contrasts in absolute initial position, it was not 
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the hardest contrast for the Korean and Mandarin groups. For these two groups, the /d-dd/ and /n-nn/ contrasts were the hardest to 
discriminate in absolute initial position as shown in Table I.  

Fig. 1. Overall discrimination accuracy (%) for three groups of participants. The horizontal line and the red circle in each box indicate the median and mean, 

respectively. The bottom and top of the box indicate the first and third quartiles. 

TABLE I. MEAN LENGTH DISCRIMINATION ACCURACY (%) BY THREE GROUPS OF PARTICIPANTS FOR TRIALS DIFFERING IN THE WITHIN-WORD POSITION 

(ABSOLUTE-INITIAL, MEDIAL, FINAL) AND CONSONANT TYPE (D N S T) OF THE TARGET TOKEN. STANDARD DEVIATIONS ARE IN PARENTHESES. 

Absolute-Initial Medial Final 

Group d n s t d n s t d n s t 

Korean 48 (13) 48 (14) 75 (14) 58 (12) 90 (10) 90 (9) 84 (11) 85 (12) 92 (9) 86 (9) 80 (13) 81 (15) 

Mandarin 44 (10) 44 (13) 67 (14) 51 (11) 81 (16) 74 (18) 70 (14) 70 (14) 81 (18) 81 (12) 71 (9) 71 (13) 

Mongolian 52 (14) 54 (14) 70 (13) 51 (12) 91 (15) 89 (12) 84 (12) 87 (14) 93 (9) 85 (12) 83 (11) 84 (13) 

A three-way Analysis of Variance with group, position (absolute-initial, medial, final) and consonant (d n s t) reached significance 
for the main effects of group [F(2, 50) = 6.7, p < .01, 𝜂𝐺

2   = .09], position [F(2, 100) = 387.7, p < .001, 𝜂𝐺
2  = .54] and consonant [F(3, 

150) = 7.9, p < .001, 𝜂𝐺
2  = .03]. A two-way interaction between position and consonant also reached significance [F(6, 300) = 34.1, p

< .001, 𝜂𝐺
2  = .18] as a result of the differing influence of consonants at each position within words.

These results are in good agreement with what was reported in our previous study, which compared the perception of native and 
non-native (French, Japanese, Taiwan Mandarin) groups differing in the use of singleton-geminate contrasts in their L1. Taken 
together, the positional asymmetry in discrimination accuracy (particularly for the /s-ss/ contrast) observed in multiple L1 groups may 
support the hypothesis that non-initial and absolute-initial gemination engage different perceptual processes.  
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I. INTRODUCTION

Japanese uses durational variation contrastively for both vowels and consonants. For example, yoka ‘leisure’ contrasts with 
yooka ‘eight days’ on the one hand and with yokka ‘four days’ on the other hand. It is widely acknowledged that length contrast is 
difficult for non-native speakers from diverse L1 (first language) backgrounds including Vietnamese, which is the target language 
of this study. Unlike Japanese, consonant length (i.e., short/singleton vs long/geminate) is not contrastive in Vietnamese. This may 
pose learning difficulties for native Vietnamese speakers.   

Vietnam is currently ranked within the top 6 countries/regions of the world in terms of the number of learners (174,521) of 
Japanese (The Japan Foundation [1]). Within Japan, Vietnam (31,643 or 14.4%) is the second largest country of origin of non-
native learners of Japanese after China (67,027 or 30.5%) as of 2022 (Agency for Cultural Affairs, Government of Japan). 
However, empirical research focusing on the acquisition of the above-mentioned singleton-geminate contrasts by an emergent 
group of Vietnamese speakers is still limited. A better understanding of how native Vietnamese speakers process these Japanese 
speech sounds is beneficial for improving communicative efficiency. Thus, our aims were 1) to add to the prior literature examining 
the effects of L1 and Japanese learning by comparing native Vietnamese and native Japanese speakers, and 2) to determine how 
they may differ in the perception of Japanese singleton-geminate contrasts on account of their experience with Japanese.   

II. METHODS

A. Speakers and speech materials

Twelve Japanese word pairs (/t/: heta-hetta, kato-katto, mate-matte, oto-otto, sate-satte, wata-watta; /k/: ake-akke, haka-hakka,
ika-ikka, kako-kakko, saka-sakka, shike-shikke) were audio-recorded by six (3 males, 3 females) L1 Japanese speakers and used as 
stimuli. The speech materials (/(C)VC(C)V/ tokens) were arranged in 200 unique triads. Excluding the first 8 trials for practice, the 
triads contained 96 singleton or 96 geminate tokens intervocalically (underlined and bolded). Only tokens with stops were 
considered in this study. As voiced geminates are limited in Japanese ([2, 3]), only voiceless stops (/t, k/) were used. On average, 
the closure durations were 96 ms and 262 ms for singletons and geminates, respectively. The geminate-to-singleton ratios were 2.7 
for alveolars (/t/-/tː/) and 2.8 for velars (/k/-/kː/), respectively. 

B. Participants

Participants consisted of five groups of native Vietnamese speakers and a control group of native Japanese speakers. Four
groups were learners of Japanese covering a wide range of proficiency levels, i.e., N1 to N5 of the Japanese Language Proficiency 
Test (JLPT according to which, the easiest level is N5 and the most difficult level is N1). Two groups of learners of Japanese (N3 (n 
= 17, Mage = 21.5), N5 (n = 15, Mage = 19.1)) and a group of native Vietnamese speakers (n = 12, Mage = 21.0) without any Japanese 
learning experience participated in the study in Ho Chi Minh City, Vietnam. The other two groups of learners (N1 (n = 13, Mage = 
28.6), N3 (n = 12, Mage = 33.5)) participated in the study in Tokyo, Japan. Both N1 and N3 groups had a mean length of residence 
(LOR) of 8.4 years in Japan. The N1 and N3 groups started learning Japanese at the mean age of 17.4 years (sd = 4.1) and 22.8 (sd 
= 6.6), respectively. A control group of native Japanese speakers (n = 10, Mage = 21.0) participated in the study in Eugene, Oregon. 
All native Japanese speakers were born and spent the majority of their life in Japan. Their mean LOR in the US was 0.4 years (sd = 
0.22) at the time of participation. None of the native Japanese speakers participated in the audio-recording sessions. According to 
self-report, all six groups of participants had normal hearing. 

C. Procedure

The participants responded to 200 trials via a two-alternative forced-choice AXB discrimination task. The presentation of the
stimuli and the collection of perception data were controlled by the PRAAT program ([4]). The participants were given two (‘A’, 
‘B’) response choices on the computer screen. They were asked to select the option ‘A’ if they thought that the first two tokens in 
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the AXB sequence were the same (e.g., ‘yoka2’-‘yoka1’-‘yokka3’) and to select the option ‘B’ if they thought that the last two 
tokens were the same (e.g., ‘soto3’-‘sotto1’-‘sotto2’; where the subscripts indicate different speakers). No feedback was provided 
during the experimental sessions. The participants could take a break after every 50 trials if they wished. The participants were 
required to respond to each trial, and they were told to guess if uncertain. 

III. RESULTS AND DISCUSSION

The overall mean discrimination accuracy in d-prime was 1.0, 1.7, 1.9, 2.0, 3.1 and 4.5 for the non-learner, N5, N3 (Vietnam), 
N3 (Japan), N1 and the native Japanese groups, respectively (Figure 1). One-way analysis of variance with Group (non-learner, N5 
(Vietnam), N3 (Vietnam), N3 (Japan), N1 (Japan), native Japanese) reached significance [F(5, 73) = 25.7, p < .001,  = .64]. 

Fig. 1. Overall discrimination accuracy (d-prime) for six groups of participants. The horizontal line and the red circle in each box indicate the median and mean, 

respectively. The bottom and top of the box indicate the first and third quartiles. 

Bonferroni-adjusted t-tests were used for post-hoc pairwise comparisons. Not surprisingly, the native Japanese group was at 
near ceiling with little individual variation and outperformed all other groups including the N1 group. On the other end of the 
spectrum, despite not having experience in Japanese, the non-learner group was significantly less accurate than the N1 and native 
Japanese groups only. In other words, the N3 (Japan), N3 (Vietnam) and N5 groups, who did not differ from one another, did not 
outperform the non-learner group. Only the highly experienced (N1, native Japanese) groups outperformed the non-learner group. 
Of the four groups of learners, the only difference that reached statistical significance was the one between N1 and N5 groups. 
Regardless of the difference in the countries of residence (Japan, Vietnam), the two N3 groups did not significantly differ from each 
other. Somewhat unexpectedly, the difference between the N1 and two N3 (Japan, Vietnam) groups did not reach statistical 
significance, either.   

In summary, even with substantial learning and living experience in Japan, the N1 learners were still not native-like. This 
demonstrates genuine difficulty of Japanese consonant length, which has a pedagogical implication. However, only the N1 (but not 
N3) learners differentiated themselves from the non-learners and N5 learners in Vietnam. This clear difference is a testament to 
learnability of Japanese consonant length beyond early childhood in a naturalistic setting. On the other hand, while the difference 
between the N1 and N3 (Vietnam) approached reaching significance (p = 0.06), the lack of difference between the N1/N3 groups in 
Japan (both with LOR of 8.4 years) and the N3 group in Vietnam suggests that simply living in the target language country may not 
be sufficient to acquire skills to perceive Japanese singleton-geminate contrasts efficiently. As seen in Figure 1, a large spread and 
overlap for these three groups may have masked potential between-group differences. In fact, a majority of N3 learners (67% in 
Japan and 65% in Vietnam) had d-prime scores within the range of the N1 group (1.52 – 4.65). Given this, it may be necessary to 
use a greater variety of measures in addition to JLPT to accurately characterize learners’ proficiency and how it is related to their 
cross-language speech perception.   
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I. BACKGROUND AND RATIONALE

The aim of the paper is to investigate the role of pronunciation assessment in speaking proficiency assessment. The focus of the 
paper is on pronunciation, as it is very likely the main contributor to the perception of foreign accent and thus identification of the 
L1 of the speaker [1]. The data comes from the project 'Broken Finnish': Accent perceptions in societal gatekeeping (2008-2024 
Research Council of Finland) where the intermediate level Finnish examination in the National Certificates of Language 
Proficiency (NCLP) was studied in terms of foreign accent perceptions in language assessment. Sound samples from 49 speakers of 
five different first languages (L1s) were evaluated by experienced NCLP raters (n=44). [2] The NCLP Finnish examination has a 
gate-keeping role in the society, as most participants take it to demonstrate the language proficiency required for Finnish 
citizenship. The speakers’ L1s were Arabic, Thai, Russian, Estonian and Finland-Swedish. They were chosen for the study, because 
most of them are big migrant groups in Finland and the Finland-Swedish population is the old minority group in Finland. All these 
groups also face negative attitudes. This was deliberately chosen in the research design to find out any possible bias in the rating 
process in the NCLP; if there were any, these would be the groups in which they would most probably show.  

In language assessment, especially in a high-stakes language test, the raters are expected to rely on the official assessment 
criteria as a basis for their rating. However, recent findings [2, 3, 4] suggest that the raters can be influenced by factors external to 
the rating criteria, for example, in oral proficiency assessment attitudes are created by a certain foreign accent and this creates a real 
bias. There is evidence that professional raters in NCLP seem to be influenced by foreign accent in a way that if they recognized the 
accent, they were stricter in their pronunciation ratings [3]. This is not surprising as attitudes towards a speaker group are known to 
affect perception of accent [5]. 

II. MATERIAL AND METHODS

A. Material

The recordings were made during a real-life test taking situation, mostly in a language laboratory using a headset microphone,
and saved in .wav format. The test takers (n=49), on the intermediate level Finnish speaking proficiency examination, were asked to 
speak for 90 seconds about an every-day situation. For the purposes of the project 'Broken Finnish': Accent perceptions in societal 
gatekeeping 44 trained NCLP raters rerated the samples. Most raters reported to be female, have Finnish as L1 and to work Finnish 
as L2 teachers. Their age and experience in teaching and rating varied much. In the rating task, the samples were played to the raters 
in a randomized order, and they were asked to respond to several questions per sample. They were asked to rate the sample on the 
NCLP scale from 1-6 (corresponding to CEFR scale A1-C2). In addition to the general criterion usually given in the NCLP 
assessment, they were also asked to rate the six analytical criteria (fluency, flexibility, coherence/cohesion, propositional 
precision/range/idiomaticity, pronunciation/phonological control/grammatical accuracy) as well as to comment on their rating or the 
speaker. In addition, the raters were asked in an open-ended question “What do you assume the speaker’s L1 to be?” and they were 
asked to justify their response in an open-ended question. For a more thorough description of the rating platform and questionnaire, 
see [2]. 

B. Methods

First, averages were calculated to get an overview of the data. Second the data was analysed with the Many-Facets Rasch model
(MFRM) [6] using three-facets rating scale model (raters, speech samples, criteria) and bias analysis was used to investigate the 
interactions between the analytical criteria and L1s. 

III. RESULTS

Fig 1 shows an overview of the data in terms of the rating averages by criterion in relation to L1. The five speaker groups differ 
in speaking proficiency rating: Estonian and Finland-Swedish L1 speakers are the most proficient (C1-B2) according to all criteria, 
Arabic and Thai L1 speakers are the least proficient (A2-B1) while Russian L1 speakers are in the middle (B1-B2). The comparison 
of the six analytical criteria (fluency, flexibility, coherence, vocabulary, pronunciation and grammar) shows, that pronunciation 
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stands out as having the highest rating for all languages except for Estonian. For Estonian pronunciation and fluency have the same 
rating (4.3) and overall, the criteria differ very little from each other. 

Fig. 1. Rating averages by criterion in relation to L1 

As Fig. 2 shows the bias analysis of the criteria and L1 (derived from MFRM analysis), shows that pronunciation (in brown) 
indeed differs from other criteria and that it differs significantly depending on the L1.  

Fig. 2. The results from criterion-by-L1 Bias analysis 

IV. DISCUSSION AND CONCLUSIONS

 The results show the peculiar role of pronunciation in the speaking proficiency assessment as compared to the other criteria that 
we will further discuss in the presentation. It also behaves very differently in the L1 speaker groups. The findings contribute in 
developing the assessment in ethical sense by providing detailed information on both phonetic and social features that may 
influence the assessment. 
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I. INTRODUCTION

The intelligibility of both singing and speaking can be affected by factors such as masking by room reverberation and sounds 
produced by accompanying instruments and ensemble partners [1]. Achieving good text intelligibility in singing is often particularly 
challenging. For example, in one study [2], text intelligibility in sung phrases decreased by 76% compared to spoken phrases. This 
may mean that sometimes sung words can be completely lost for listeners, and the singer may be faced the dilemma of whether or 
not to seek additional vocal technical means to improve the intelligibility of the text even if it affects, for example, the good cantilena. 

In this study, the hypothesis is posited that extending the closure duration of voiceless plosives in vowel–voiceless plosive–vowel 
(VCV) sequences sung in reverberant acoustics (e.g., in a concert hall) enhances the recognition of plosives. In such cases, the masking 
effect of the reverberation on plosives is reduced because the level of the reverberation field starts to decay during the plosive's 
closure. The longer the closure, the lower the masking by reverberation at the start of the plosive burst and the transition of formants. 
Some previous studies have suggested that adding extra pauses between words or at prosodic boundaries in synthetic speech can 
improve the intelligibility of text spoken in reverberant acoustics [3][4][5]. However, the impact of elongation of the plosive closures 
on sung text intelligibility is inconclusive. 

II. MATERIALS AND METHOD

The core of this study comprises perceptual experiments utilizing VCV stimuli with modified closure durations in various acoustic 
environments. To select the closure durations for the stimuli, we initially analyzed performances of Italian-language Classical or 
Romantic period opera arias from their repertoire by 11 professional classically trained singers. The singers were also requested to 
read aloud the text of the aria (1) spoken in normal conversation, and (2) in an oratorical style. The recordings were conducted in a 
studio with negligible reverberation (T30 = 0.2 s), enabling us to gain insights into the behavior of singers in rooms where there is no 
disturbing masking by room reverberation. 

The research material was segmented and closure durations were measured with Praat [6]. Closure durations were the longest 
(mean = 93.8 ms, sd = 48.3 ms) in the oratorical reading. Sung performances exhibited the shortest closure durations (mean = 74.7 
ms, sd = 48.2 ms) while conversational speech fell in between (mean = 84.7 ms, sd = 38.6 ms). In all performance styles, especially 
in singing, duration of outliers reached up to 300 ms. Based on these data, we opted to employ three values for the plosive closures 
in VCV stimuli, with durations as follows: 60 ms, slightly below the median observed in the analyzed sung performances; 260 ms, 
aligning more with the closure durations of outliers; and an intermediate duration of 150 ms, positioned between these two extremes. 

For the perceptual experiments, the recordings of /a-k-a/, /a-p-a/, and /a-t-a/ sequences sung by two classically trained professional 
opera singers – a mezzo-soprano and a tenor – served as the basis for stimuli. The closure durations of plosives in VCV stimuli were 
manipulated in Praat, while burst durations and transitions to the following vowel were left unchanged to preserve naturalness. The 
Praat Vocal Toolkit [7] was used to create stimulus sets with simulated reverberation (Church (Ch) or Big Room (BR)) and with or 
without Brown Noise (BN) to mimic the masking effect of accompaniment. The final stimulus set included three series I: based on 
tenor recordings at pitch G3, II and III: based on mezzo-soprano recordings at pitch G4 and F5, respectively. Consequently, the 
paradigms of the test series I and II each included 90 stimuli (3 plosives x 3 closure durations x 2 burst intensities x 5 acoustic 
conditions). In series III, the contrast of burst intensities was omitted while the acoustic condition Clear (Cl) was added, resulting in 
54 stimuli (3 plosives x 3 closure durations x 6 acoustic conditions). 

In the first experiment, 34 listeners (11 males, 23 females) participated in Praat-administered perception tests in a soundproof 
booth using the same setup (a laptop, calibrated external audio card, Sennheiser HD 560s headphones). In the second experiment, 33 
listeners were seated in a real concert hall, and the stimuli (without simulated reverberation) were played from a loudspeaker on stage. 
In the concert hall, Brown Noise was played from a separate loudspeaker above the stage. Listeners were required to identify the 
plosive they heard in the stimuli. 

To analyze the results of the perception tests, a Generalized Linear Mixed Effect Model (GLMM) for each pitch series was fitted 
with Duration, Acoustic condition, Consonant, Burst as fixed effects, and intercepts for Age group and Gender as random effects, 
using the lme4 package [8] in R [9]. Post hoc tests for fixed effects were performed with the emmeans package [10]. 
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III. RESULTS

GLMMs confirmed a significant increase in correct responses for stimuli with longer closure durations in most acoustic conditions, 
observed in both listening tests: with artificially added reverberation (Figure 1, left) and in the real concert hall setting (Figure 1, 
right). In artificially added BR acoustics, the improvement was 24 percentage points, in Ch acoustics 11 percentage points (see left 
panel), and in a real concert hall 10 percentage points (see Cl_ALL in right panel). However, there was no improvement in recognition 
when BN was added to the stimuli. Recognition of plosives was also better when the pitch of the stimuli was lower (compare curves 
G3, G4, and F5 in the right panel). Additional analysis of the results showed that correct responses increased for stimuli with a stronger 
plosive burst. The recognition was also better among younger listeners and when the listeners were seated in the front rows (as 
opposed to the back rows) of the concert hall.  

Figure 1. GLMM-predicted probability of correct responses in tests with artificial reverberation and noise (left), and in a real concert hall (right). BN – with added 
Brown Noise, BR – with added Big Room reverberation, Ch – with added Church reverberation, Cl – stimuli as recorded in a studio; G3, G4, F5 – pitches of the stimuli. 

IV. DISCUSSION AND CONCLUSIONS

The results of the perception test showed that elongating the plosive closure in sung VCV sequences in the acoustics of typical 
concert halls can improve the recognition of plosives and, therefore, the overall intelligibility of the sung text. The plosive closure 
duration and the intensity of the plosive burst are the only factors that singers can adjust. The other studied factors – the acoustics of 
the performance venue, accompaniment, type of plosive, and pitch – are either prescribed by the composer or are beyond the singer’s 
control. However, further investigations are needed to assess whether singers actually utilize these features and whether elongating 
the plosive closure could cause other issues, such as worsening legato or disrupting the naturalness of perceived prosody.  
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Introduction and Hypotheses 

This paper is aimed at advancing the field of multilingual speech research by exploring individual learner differences in the 
perception and production of voicing related phonological processes. The most influential second language (L2) speech learning 
models (SLM-r – [6], 2021; PAM – [2]; L2LP – [5]) emphasise the importance of learners’ perception of similarities and 
differences between sounds in their languages for the acquisition of non-native speech. These models mostly focus on segmental 
contrasts, or on sound learning (SLM-r), but there is a significant lack of studies on the acquisition of “dynamic” allophonic 
alternations. Our current understanding of third language (L3) speech learning is primarily based on production studies. Less is 
known about the role of perception in the complex interplay between native and non-native sound systems (e.g., [7]). To fill this 
gap in research, we will take a closer look at the following laryngeal phonological processes in the speech of trilingual L1 
Hungarian, L2 English and L3 Spanish speakers. 

1. Regressive Voicing Assimilation (RVA) (between adjacent obstruents), which is present in participants’ L1 Hungarian and 
in most true voice languages including Spanish. 

2. Pre-sonorant Voicing (PSV), which is not present in participants’ L1 and is a typologically uncommon process, but is 
present in their L3 Spanish but both Hungarian and English lack it. 

Both 1. and 2. are dynamic phonological alternations that apply within the word and across the word boundary (sandhi), and 
neither of them creates new segments. 

3. Aspiration of voiceless stops in English (their Voice Onset Time), in which case a new phonetic category must be learned 
for L1 Hungarians (unlike English, Hungarian as well as Spanish are voicing languages, where there is no aspiration of 
stops). 

4. Intervocalic voiced stop spirantisation in Spanish (SPIR), an allophonic alternation that creates new segments. This is a 
process that is absent in both Hungarian and English. 

The following hypotheses are tested in the study: 

1. As participants are highly competent speakers (at least B2 of CEFR) all the mentioned processes are perceived.  

2. The dynamic alternations (PSV and SPIR) are more likely to be produced within the word than across word-boundary.  

3. RVA is likely to be unlearned as its lack is the default scenario for aspirating languages. 

4. PSV is less likely to be learned as it is a marked process, and furthermore, because Spanish input is highly variable. 

5. Aspiration is less likely to be learned as it requires phonetic fine-tuning of the existing sound categories. 

6. SPIR is likely to be learned as it creates a new segment, which is the more frequent allophone, and also, it is fairly salient. 

Methods 

Participants were fourteen young adults who acquired their non-native languages in non-immersion context but are highly 
competent in both L2 and L3 with no clear knowledge or usage dominance between the two. 

The production experiments investigated voicing in /s/ before voiced obstruents (RVA) and sonorants (PSV) in the English and 
Spanish speech of these participants. VOT was measured in sentence-initial position, while SPIR was examined both within the 
word and across word boundary. All these acoustic analyses were carried out in Praat (v. 6.2.23; [3]). Voicing was measured as a 
percentage of the presence of voicing oscillation relative to the duration of /s/ using manual segmentation and visual inspection of 
the waveforms and spectrograms. VOT was measured as the time between the last release burst until the appearance of the 
following vowel’s voicing/formants. This method made it possible to somewhat normalize the effect of the place of articulation on 
of the stops on VOT. The SPIR measurements used the technique in [1], [4]: the degree of spirantisation was determined by the 
difference between the intensity minimum of the consonant and the intensity maximum of the following vowel: the more lenited the 
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consonant, the smaller the intensity difference is expected to be with respect to the following vowel; we also measured the median  
harmonics-to-noise ratio in the consonant to supplement the intensity-difference measurements. 

For the perception experiments, we opted for a novel holistic approach, namely, a short story was recorded in both English and 
Spanish by two phonetically trained bilingual female speakers Then, the same short story was recorded, with RVA in English and 
no PSV in Spanish to mirror the L1 voicing patterns of listeners. Then voiceless stops were not aspirated in English, and in the 
Spanish text voiced stops were not spirantised. Participants ranked the recordings on a scale of five: from “native-like” to ”non-
native-like”.  

Results and Discussion 

The production data indicate that L1 Hungarians applied RVA in both their English and Spanish speech: /s/ was predominantly 
voiced before voiced stops; this is a non-target like application of RVA in English, as English lacks RVA. However, neither their 
English, and more importantly, nor their Spanish speech contained PSV: /s/ remained predominantly voiceless before sonorants. 
The VOT data shows variation, some the participants applied the Hungarian (and Spanish) VOT setting for initial voiceless stops: 
mean VOT for these speakers was around or below 35 ms, which is usually the amount in non-aspirating languages, although 
certain speakers did produce English-like aspiration (or in between values) with a mean VOT of well over 35 ms. SPIR of 
intervocalic voiced stops was mostly absent in the Spanish speech of the participants. 

Our results show that perception does not closely mirror production, but production – as proposed by SLM-r – is dependent on 
perception. Although both the lack of aspiration and the non-target-like application of RVA in English were perceived by most 
participants, they were not consistently attested in their speech. The lack of PSV and SPIR in Spanish remained mostly unnoticed, 
and as a result participants did not produce these processes. In order to find out whether PSV and SPIR were perceived at all but 
regarded as “irrelevant” individual or register-dependent features rather than position-dependent allophones, a follow-up forced 
choice perception AXB experiment was carried out where the only difference between A and B was SPIR (or the lack of it) or PSV 
(or the lack of it). Our results show that all the participants perceived SPIR and PSV in nonce words, while the lack of these 
processes in a Spanish discourse was not perceived. Based on this, Hypothesis 1 has to be rejected as not all of these processes have 
been perceived. Regarding the other hypotheses, 

Hypothesis 2 is partly born out: SPIR is slightly more common within the word than in sandhi, but PSV is not acquired at all.  

Hypothesis 3 has to be rejected too as learners keep applying RVA in English.  

Hypothesis 4 is born out: PSV has not been acquired.  

Hypothesis 5: the acquisition of aspiration gave mixed results, but it is not acquired across the board. 

Hypothesis 6 is rejected too, as SPIR was attested in only a few instances.  

As for learner groups, we observed three general variation patterns: 1. learners who neither perceived nor produced a process, 
that is, who did not learn them. This is the predominant pattern for PSV and SPIR in Spanish 2. Learners who perceived the process 
(or the lack of it), but failed to transfer it into their speech productions. This is the predominant pattern for RVA and a common 
pattern for VOT; and 3. learners who perceived and produced the process(es) under scrutiny. This has been attested for a few 
students regarding VOT, even if productions were often not entirely target-like. The fourth possible scenario, i.e. production is 
target-like, but is not perceived has only marginally been attested in our data.  

All this suggests that the acquisition of new phonetic categories, if perceived, is easier than that of dynamic phonological 
processes where for sequential learners’ L1 laryngeal patterns seem to be dominant. Perceptual salience and typological markedness 
seem to have a limited effect.  
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I. INTRODUCTION 

This study investigates the phonetic realization of the English '-ed' past morpheme in various phonetic contexts among native and 
non-native speakers of the language. One of the most common problems encountered by Spanish speakers of English is the 
pronunciation of the past tense of regular verbs (-ed) [2]. The reason behind it is that in Spanish there are no words ending in final /t/, 
and words that do end in a final /d/ are either realized as a voiceless fricative /θ/ (e.g., 'Madrid' pronounced as /maˈðɾiθ/), or as a 
voiced dental fricative /ð/ (e.g., 'Madrid' pronounced as /maˈðɾið/), or simply not pronounced (e.g., 'Madrid' pronounced as /maˈðɾi/).  
Additionally, some consonant clusters might pose difficulties for Spanish speakers and speakers of other first languages like Catalan. 
That is because post-vocalic consonant clusters are not typical at all in Spanish, and much less typical in Catalan than in English. 
English syllable structure can be complex, with examples like "strengths" demonstrating CCCVCCCC, while Spanish has a much 
simpler syllable structure like C(C)V(C).  

Following this pattern, consonant sequences can become very complex in English across word boundaries. Even for native 
speakers of English, pronouncing certain sequences of two or more consonants can pose difficulties. To ease this challenge, 
individuals employ various strategies, one of which is cluster reduction. This strategy involves omitting one of the consonants to 
simplify pronunciation. In final clusters consisting of three or four consonants, it is typically the middle consonant that is omitted 
(e.g., asked /æskt/ becomes /æst/) [4]. If the sequence is across word boundaries, the past '-ed' morpheme is likely to be deleted, 
especially when followed by a consonant sound in a consonant cluster rather than a vowel sound [2], [3], [5]. Another strategy 
employed by native speakers to simplify consonant clusters is resyllabification, which entails breaking up a final consonant cluster 
when it precedes a word beginning with a vowel sound. In such instances, the final consonant of the cluster is shifted to the next 
syllable. For example, in the phrase 'She moved it.', a native speaker typically resyllabifies it as /ˈʃiˈmuvˈdɪt/ rather than /ˈʃiˈmuvdˈɪt/ 
[1], [4]. 

Given that only a few studies have investigated the production of past '-ed' morpheme clusters by non-native speakers [3], the 
purpose of this paper is to analyze the strategies that L1 Spanish/Catalan speakers employ to deal with clusters and consonant 
sequences that violate syllable structure rules of their native language(s). 

II. METHODOLOGY 

The study involved obtaining recordings of four participants: two native English speakers and two non-native speakers proficient 

in Spanish and Catalan. They were asked to read sentences containing consonant clusters with the '-ed' past morpheme, while being 

recorded in a sound booth at Universitat Rovira i Virgili in Tarragona, Spain. Both groups were instructed to read continuously, 

without pauses, to emulate natural speech and facilitate connected speech processes. The sentences, encompassing all possible 

combinations of English clusters with the '-ed' morpheme, were randomized and limited to a maximum of 10 words to ensure 

coherence. Native speakers were given 4 seconds per sentence, while non-native speakers were given 5 seconds per sentence, allowing 

the latter enough time for producing the sentences completely. The sentences for this particular paper contain the combinations 

'stressed Sam', 'forced Sam', 'chained Noah', 'burned Noah', 'dumped Pam', 'disturbed Ben', 'kicked/shocked Kate', and 'begged Gaby'. 

The sequences were analyzed using Praat, where the clusters were measured, isolating each sound to examine the presence or 

absence of the '-ed' past morpheme, the voicing of the alveolar sound when present, and the length of the assimilated sounds when 

the alveolar sound was absent to determine if this indicated potential blending of the articulatory gestures associated with the past 

marker.  

III. RESULTS 

The analysis of this study focuses on three distinct phonetic contexts where the past '-ed' morpheme is followed by a consonant 
sound: homorganic environments where sounds share the same place of articulation (e.g., /ndn/ and /sts/), environments where sounds 
do not share the place of articulation (e.g., /ptp/ and /bdb/), and environments where sounds share the same general articulator (tongue) 
but at different places of articulation (e.g., /ktk/ and /gdg).  
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In contexts characterized by homorganic environments (e.g., /ndn/ and /sts/), focusing on nasals and sibilants, preliminary 
qualitative results indicate that one native speaker consistently includes the alveolar sound for the '-ed' past morpheme, whereas it is 
frequently omitted by the second native speaker and all non-native speakers. Voicing patterns indicate that the alveolar stop aligns 
with the surrounding phonetic context, with voiceless articulation prevailing in voiceless environments and voiced articulation in 
voiced ones. As observed in Fig. 1, in the cases where one native speaker and the two non-native speakers omit the alveolar stop in 
'stressed Sam' or forced Sam', pronouncing it as /ˈstrɛˈsæm/ or /ˈfɔrˈsæm/, the assimilated /s/ is longer, presumably indicating an 
intention to somehow mark the absent past morpheme. In the same way, when speakers delete the voiced alveolar stop in 'chained or 
burned Noah', pronouncing it as /ˈtʃeˈnoə/ or /ˈbɝˈnoə/, the assimilated /n/ is longer than a corresponding single /n/, suggesting again 
an intention to mark the absent past morpheme. In environments with different places of articulation (e.g., /ptp/ and /bdb/), focusing 
on voiceless and voiced bilabials, native speakers consistently include the alveolar sound for the '-ed' past morpheme, whereas non-
native speakers do not. Voicing patterns reveal nuanced articulatory adjustments, with native speakers producing voiceless or voiced 
alveolar stops contingent upon the preceding phonetic context. This observation underscores the need for further investigation into 
the intricate dynamics of phonetic adaptation in diverse phonetic contexts. In these cases, when the alveolar stops were absent, there 
was not a noticeable longer bilabial closure in the acoustic signal. Lastly, in environments with different places of articulation but 
both involving the tongue (e.g., /ktk/ and /gdg), the alveolar sound for the 'ed' past morpheme is consistently present, with voiceless 
articulation maintained even when the preceding segments are voiced, with one exception for one non-native speaker, where the 
sound was voiced when the velar was voiced. 

In summary, this research offers valuable insights into how the articulatory and phonological processes, as well as syllable 
structure differences across languages, influence the pronunciation of the '-ed' past morpheme in diverse phonetic contexts and among 
various speaker groups. These findings emphasize the significance of examining individual characteristics and cross-linguistic 
influences when studying the acquisition of second language phonology. Understanding how phonetic patterns are different in native 
and non-native speakers can provide valuable understanding into the complexities of L2 acquisition processes.  

 

 

 

Fig. 1. Illustrations of native speaker omitting the past '-ed' morpheme in 'stressed Sam' (left) and 'chained Noah' (right) 
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I. INTRODUCTION 

Phonetic and phonological descriptions of the sound inventory and sound structure of a language are based on precise 
pronunciation by speakers of that language or (mechanically speaking) articulation at a slow speech rate. Words that are transcribed 
in pronunciation dictionaries are in most case only the slowly and clearly spoken version of a word. If the speaker speeds up, 
articulators have to move faster in order to produce more sounds in a shorter period of time. However, there are mechanical 
constraints on the speed and acceleration required to move an object, known as inertia. The inertia of the articulators limits the 
achievable speech speed. If the speaker tries to increase speed even further, it can only be achieved by reduction: lenition, and/or 
omission of some articulatiory movements that may also lead to missing sounds in the flow of speech (elision). 

Classical methods aiming to analyse these reduction phenomena focus on spontaneous speech, which is assumed to be faster 
than “normal" speech. For German it is known that spontaneous speech contains many sound elisions in unaccented syllables. 
Reference [2] gives a set of rules observed in spontaneous speech of German, while [1] describes even more drastic reduction 
phenomena in the German word <eigentlich> (‘actually’). Reference [3] used a method to accelerate read speech and study 
reduction phenomena under controlled conditions and found comparable results for faster speech rates. In the present study, we 
analysed how some German vowels, and consonants in phrase accented syllable onset position are realized in fast speech, which we 
elicited using the controlled read aloud method of [3]. 

II. METHODS 

The corpus used in this study was primarily designed for the comparative investigation of the process of speeding up on vowel 
length and quality in German and Hungarian. In this study, however, we are focusing only on vowel durations and syllable onset 
consonants of the German material. To avoid elisions and assimilations, we decided to use CVC-words in phrase accented 
positions. As we wanted to use this corpus for EMA-investigations as well, we included only labial and apical consonants in the 
onset and coda slots. The words (“X”) were produced in the carrier phrase “Mehr X!” (“more X!”) for the German corpus. The 
speakers were told to produce the first phrase at what they felt normal speech rate and then repeat it several times with ever 
increasing speed. The fastest sample was chosen to represent “fast speech” the first sample as “normal speech”. 14 native female 
speakers of German (average 22.5 years) produced 12 words 6 times in random order resulting in 72 tokens for every speaker. 

As mentioned, in this abstract we focus primarily on the effects of speeding up on the vowels, and onset consonants of the CVC 
syllables/words; effects on vowel length contrast and on Hungarian segments are discussed in [5]. The consonants were not 
balanced in the German material, because the corpus of onset consonants differed in Hungarian, and German and balancing the 
consonants would have inflated the number of tokens for the speakers to produce (while the task of producing 72 tokens in this 
experimental setting was already very demanding for them). We decided to use a semi balanced corpus of consonants containing 
only the labial [b], [f] and the apical [n], [z] in the onset, and thus we had /ba/, /baː/, /biː/, /bʊ/, /fuː/, /fɪ/ (labial), and /na/, /zaː/, /zɪ/, 
/ziː/, /nʊ/, /nuː/ (apical) as the onset-nucleus sequence. Data presented on vowels come also from these sequences. We measured 
speech rate (gauged as the duration of words), reduction rate (as duration ratio of fast and slow segment variants in percentage 
points where the smaller the ratio, the greater the reduction is), and voice offset time (VOffT; of prevocalic voicing) (only in /b/) at 
the beginning of the closure. Data were analysed using Pearson’s correlation test, Welch test, and paired t-test. 

III. RESULTS 

A. Phonemic Phenomena 

Every speaker was able to speed up. Sound deletions, assimilations and lenitions (e.g. spirantization of plosives) did almost 
never occur, as the words under consideration were produced in phrase accented position. There was a positive strong correlation 
between speaking rate in normal speech [in ms] and reduction rate (across conditions) [in %] (r = 0.63; p < .005). This indicates that 
speakers who were speaking relatively fast in the normal speed condition, could not speed up as much as speakers who were 
speaking at a moderate rate in normal speed. At a certain speed, physiological and linguistic restrictions limit further reductions (of 
this type of phrase accented CVC-words). 



Overall evaluation showed a stronger reduction of vowels (irrespective of phonological length) compared to syllable onset 
consonants. More specifically, in normal speech, vowels (136 ms) were longer than consonants (108 ms) on average. This 
difference was neutralized in fast speech where the average duration of the consonants (68 ms) equalled that of the vowels (67 ms). 
Furthermore, there was a strong positive correlation between reduction rate of the consonants [average reduction to 63%] and the 
vowels [average reduction to 49%] of r = 0.68 (p < .05) (inside every word), which indicates that some words (or to be more 
precise: some the combination of syllable onsets and nuclei) were reduced more than others. 

Naturally, durations were strongly dependent on the (inherent) duration of the consonant type (see table 1.), while the reduction 
rate seemed to be similar across these types (except for /b/ which was reduced the smallest extent, see table 1).  

TABLE I.  CONSONANT REDUCTION RATE 

Onset 

consonant 

Speaking rate 

Normal speed Fast speed Reduction rate 

/n/ (N=252) 87 ms 52 ms 60% 

/b/ (N=336) 99 ms 70 ms 71% 

/z/ (N=252) 117 ms 69 ms 59% 

/f/ (N=168) 150 ms 92 ms 61% 

B. Consonant to Vowel interactions 

The corpus contained some occasional quasi minimal pairs of the same consonant in front of a short-long vowel pair. In /b/ 
durations that preceded long /aː/ in <Bahn> (M = 74 ms), and /a/ in <Bass> (M = 67 ms), there was a statistically significant 
difference in fast speech (Welch t-Test t = 2.92, df = 92.87, p = .004), but not in normal speech (Mbefore long /aː/ = 90 ms, Mbefore short /a/ = 
87 ms; Welch t-Test t = 0.80, df = 93.79, p = .43). Duration of /z/ before /iː/ (Mbefore long /iː/  = 131 ms), and /ɪ/ (Mbefore short /ɪ/ = 115 ms) 
(in the quasi-minimal pairs <sieht> and <Sinn>), differed at normal speed significantly (Welch t-Test t = 3.51; df = 166; p = .0006) 
but reduced in fast speech to 69 ms and 71 ms (Welch t-Test n.s.). Since these differences show divergent results, it must be 
assumed that reduction in fast speech is not systematic as a function of vowel length. 

C. Subphonemic Phenomena 

Our corpus also allowed us to get an insight into some subphonemic phenomena in fast speech. Specifically, we could 
investigate the phenomenon of voicing in German plosives. Although there is a phonemic distinction between voiced and unvoiced 
plosives in German, voiced plosives are not always completely voiced in syllable onsets. In our corpus, /b/ occurred before /a/ and 
/aː/ in intervocalic syllable onset position: /me:ɐ b{a aː}/ Data showed that these /b/ realisations were only occasionally fully 
voiced. The average VOffT at the beginning of the closure of the plosive was 54 ms and thus 63% of the total duration of the /b/ on 
average in normal speech. In fast speech, however, average VOffT did not change in absolute time (56 ms) but the voicing ratio 
rose to 81% of the /b/, thus making /b/ realizations in fast speech relatively more voiced than /b/ realizations in normal speech 
(Paired t-test for the relative durations: t = 5.99, df = 95, p < .0001). This finding may reflect that the timing of the function of the 
laryngeal system remained stable, while the supralaryngeal articulators’ movements increased in speed.  

IV. DISCUSSION 

We found that fast speech influenced both consonants and vowels, but vowels were affected more than consonants. For 
consonants, we observed different intrinsic compression rates as a function of manner of articulation, as plosives were more 
resistant to compression (about 70%) than continuants (about 60%). However, we found no systematic effect of the following 
vowel’s length on the onset consonant’s duration. We also observed that the supralaryngeal system (articulation) was able to speed 
up to about 50% in untrained speakers, while the laryngeal system (phonation) proved more resistant to tempo changes, resulting in 
the fact that in fast speech, the laryngeal system may still be in voicing modus while the supralaryngeal articulators (lips, tongue tip) 
are already in the configuration of the following (voiceless) sound. 
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I. INTRODUCTION 
 

Nowadays, pronunciation is de-emphasized in Tunisia as it has become a casualty of Communicative Language Teaching (CLT) 

since its appearance (in the 1980s) where meaning and function are prioritized over form instruction under the assumption that it 

would improve through exposure [1]. This underlies the assumption that the primary focus of L2 pedagogy should be on meaning 

rather than on the form [2]. Despite this, non-native speakers’ enunciations still exhibit pronunciation difficulties which may put 

them at professional and social disadvantages whether in EFL or ESL settings [3][4][5][6].  

The impact of directing the attention of L2 /FL language learners toward phonological forms during meaningful communication has 

become a recent point of interest in research on pronunciation. One approach gaining attention is focus-on-form instruction (FFI). 

In this method, L2 learners engage in communicative tasks to practice and observe pronunciation features, as opposed to engaging 

in exercises and drills that are disconnected from context (i.e., focus on forms). FFI seeks to avoid excessive theoretical 

dogmatization in instruction. Accordingly, in FFI, language Ls are not expected to be aware of the complex anatomical, phonetic 

and phonological aspects of the speech sounds but rather to attend to them while performing communicative tasks [7].  

 

In light of this, the present study delved into examining the distinct outcomes of FFI concerning the enhancement of pronunciation 

skills in Tunisian secondary school EFL learners. The research specifically focused on addressing the challenges associated with 

certain English pronunciation features that were deemed problematic through what Rod Ellis refers to as the remedial approach [8]. 

In doing this, we relied on the results of an action-research that was conducted in Tunisia in the year 2000. For the analysis of 

students’ productions of the segmental features, we relied on an expert judgement approach. As for the suprasegmental features, we 

made use of machine-based acoustic analyses using PRAAT.  

II. TAREGT FEATURES 

 

As such, a total of sixty-three Tunisian secondary school learners of English partook in the study. The primary aim was to assess 

the effectiveness of FFI, both with and without corrective feedback (CF), in fostering the development of learners' prosodic as well 

as segmental pronunciation. All participants, except those in the control group, received a fifteen-hour FFI treatment designed to 

make them attend to and practice the target features. The latter included the falling and rising tones inherent in open versus check 

questions in interrogative sentences as well as demanding versus confirmation question tags. The study also investigated students’ 

improvement in two graphemes that are problematic due to their inconsistencies viewing their correspondence to a high number of 

phonemes. These were the digraph <th> as representing both the voiced dental fricative /ð/ (as in though) and the voiceless dental 

fricative /θ/ (as in thought) and the digraph <gh> as being silent as in the previous words or corresponding to /g/ as in the word 

‘spaghetti’ or ‘ghost’ or /f/ as in the word ‘laugh’ or ‘enough’. The control group received instruction through the regular course of 

the year without FFI. In this vein, it had a free conversation class without any feedback on the target features. During FFI, the 

instructor delivered CF only to students in the FFI + CF group by recasting their erroneous pronunciation of the target features 

mentioned above during focused tasks and through a dubbing project. On the other hand, no CF was delivered to the participants in 

the FFI-only group. The rationale behind choosing an experimental group with CF and another without was to investigate whether 
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the effects of FFI vary according to whether or not learners receive CF (i.e. to see the extent to which the teacher’s use of recasts 

improves pronunciation accuracy as an element of good communicative competence). 

III. INSTRUMENTS 

 

The participants were recorded reading eight sentences containing words that have the target segmental features. To analyze these 

speech tokens, two L1 English teachers provided the phonemic transcriptions of learners’ productions of the target features. Based 

on these transcriptions, we assigned scores to learners’ productions. For the analysis of these segmental features, the human 

judgments of phonemic accuracy rather than instrumental analysis were decided sufficient because the focus at this level was on 

phonemic errors that could affect comprehensibility and not on detailed phonetic errors reflecting allophonic variations [9]. 

Accordingly, the two raters are teachers who have just come to teach at a local American primary school and were assigned as they 

are still unfamiliar with the Tunisian English accent and thus were considered reliable in judging the degree of intelligibility, 

comprehensibility and accentedness of the participants’ speech tokens.  If the relevant consonant was pronounced correctly in each 

word, 1 point was assigned, and if it was pronounced incorrectly (i.e., substituted with another consonant or not pronounced),                       

a score of 0 was assigned. This yielded two sets of scores for each participant for each target consonant. The mean scores between 

the two transcribers were calculated and regarded as each learner’s score based on the results of intraclass correlation coefficient 

(ICC) for interrater reliability. As for the suprasegmental features, instrumental acoustic analyses of participants’ dialogue readings 

were conducted on (F0) fundamental frequency values of English falling and rising boundary tones and compared to those of Native 

speakers.  
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I. INTRODUCTION 

English is a language with varying word stress and relatively strong stress contrasts that are produced by controlling prosodic 
features as well as segmental quality of vowels [1]. Compared to stressed ones, vowels in unstressed syllables in English generally 
undergo centralization and are considerably shorter in duration. Languages with fixed word stress, in turn, have weaker contrasts 
between stressed and unstressed segments than English. EFL learners with fixed stress first language (L1) may thus have difficulties 
in both the positioning of English stress [2,3] and the reduction of unstressed vowels [4], which may hinder the intelligibility of 
their speech [5].  

This study investigates the reduction of unstressed monophthong vowels by EFL speakers from three L1 backgrounds: 
Hungarian, Polish, and Slovak. In comparison to English, these languages have fixed word stress and acoustic realizations of stress 
contrasts are relatively weak [6,7,8]. Little or no reduction is considered to occur in unstressed vowels in Hungarian, Polish, or 
Slovak. However, some centralization effect has been found for all the three languages, but centralization seems to depend on the 
vowel category [9,10,11]. As for prosodic stress markers, the phonetic quantity distinction in Hungarian and Slovak may further 
hinder the use of duration as a cue for signalling prominence in these languages [7,11]. In this pilot study, we scrutinize the 
production of stressed vs. unstressed EFL vowels by measuring vowel space areas (VSA) and segment durations. Native English 
speakers are expected to produce higher level of reduction in unstressed vowels than EFL learners, but some differences can occur 
between EFL learner groups depending on their L1. Although EFL learners’ stress production is widely studied, the current study is, 
to the best of our knowledge, the first one to use VSAs in comparing EFL stress productions of Hungarian, Polish, and Slovak 
speakers. Our objective is to provide novel insights into L1-specific characteristics that could prove beneficial in developing EFL 
teaching.  

II. MATERIAL AND METHODS 

A. Speech data 

The speech data analysed here is part of a larger corpus that consists of 61 speech samples from EFL learners with either 
Slovak, Czech, Hungarian, or Polish as their L1 and seven speech samples from native British English speakers [12]. In this pilot 
study we use speech samples from 16 speakers: four speakers from each of the following L1s: Slovak, Hungarian, Polish, and 
English. The EFL speakers selected for this study were assessed at CEFR level B1 in their prosodic proficiency in English [12]. 
Each participant read aloud a narrative text consisting of 16 sentences. The recordings were done one participant at a time using 
either a recording studio or some other quiet space with a portable recording device. All participants were given two minutes to get 
acquainted with the text and were then asked to read the text aloud as if they were telling the story to someone. No pronunciation 
instructions were given. Each recording was approximately 1.5 minutes long. 

B. Methods 

Stressed and unstressed monophthong vowel segments were annotated in the speech data using a forced aligner [13] and the 

onsets and offsets of vowel segments were corrected manually in Praat [14]. Vowels were defined as stressed/unstressed based on 

the native productions and standard British English transcription of the narrative text. Nasalized vowels, vowels in context with 

rhotics and approximants, and vowels shorter than 15 ms were discarded from the analysis. Due to the limited amount of data per 

speaker, the consonantal context was not further controlled for. The final number of stressed vowels selected for analysis varied 

between 448 and 567 per speaker, and the number of unstressed vowels varied between 686 and 819 per speaker. 

Formant measurements were extracted at 7 equidistant time points in vowel intervals along with segment durations using a 

Praat script. Here we use the midpoint measures of F1 and F2 to determine the stressed and unstressed vowel space areas. Formant 

measurements were normalized using the vowel-extrinsic version of the Nearey method [15], as it has recently been shown to 

perform best at preserving linguistically meaningful differences and normalizing out purely physiology-driven differences [16]. 

The VSAs and relative duration differences of stressed and unstressed vowels were compared between native speakers of English 

and EFL speakers with respect to their L1s. 
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III. RESULTS 

The L1-specific areas of 80% probability density estimates for stressed vs. unstressed vowel spaces are shown in Fig. 1. As 
expected, the degree of VSA shrinkage differs between native and non-native English speakers. For the native English speakers, the 
unstressed VSA is 55% smaller than the stressed. The degree of shrinkage for the Polish EFL speakers is 35%, for the Slovak EFL 
speakers 31%, and for the Hungarian EFL speakers 37%. The differences between stressed vs. unstressed VSAs were statistically 
significant for the native speakers, for the Hungarian EFL speakers, and for the Polish EFL speakers (p < 0.05). As for stressed vs. 
unstressed vowel durations, the unstressed vowels produced by the native speakers were on average 30% shorter than stressed 
vowels, while the average segment shortening was only 4.5% for Hungarian EFL learners, 7.5% for Polish EFL learners, and 7.2% 
for Slovak EFL learners.  

 

 

Fig. 1. Stressed vs. unstressed vowel space areas per speaker group.  

IV. DISCUSSION 

Results from the pilot study indicate that intermediate EFL learners differ from native speakers in unstressed vowel reduction in 
terms of both vowel centralization and duration, but the results also differ with respect to speaker L1. Our results support previous 
findings on the use of duration in producing English stress by speakers of Hungarian, Polish, and Slovak [12]: segment durations 
differ between natives and EFL speakers, but there also seems to be differences stemming from speakers’ L1. It should be noted 
that lesser vowel reduction in EFL speakers compared to natives can stem from weak realizations of stress contrasts in EFL 
learners’ L1s as well as misplaced word stress: here stress was defined based on the native productions and standard British English 
transcription of the text, and mistakes in stress placement likely affect the VSA and duration measures. It is also possible that some 
unstressed vowels undergo more coarticulation than centralization in both native and nonnative speakers [17]. In the future, we will 
analyse more speakers to further scrutinize the effect of speaker L1 on the centralization and duration of unstressed vowels by 
vowel category. We will also compare dynamic formant movements of vowels between speaker groups [18].  
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I. INTRODUCTION 
Attitudes significantly shape speech communication by guiding dialogue navigation and understanding. Our beliefs and cultural 

norms heavily influence how we express and interpret attitudes, crucial for effective dialogue management. During face-to-face 
interactions, we rely on linguistic and nonverbal cues to comprehend attitudes, but misunderstandings can occur, especially across 
cultures. Research comparing attitudinal expressions in German and Cantonese speakers revealed both parallels and differences. 
Utilizing methods outlined by X et al. [1], we identified sixteen distinct attitudes, such as arrogance and politeness, each linked to 
specific communication goals. Participants assessed stimuli representing these attitudes, providing single-word descriptions. 
Analysis in emotional space highlighted disparities between the two language groups, with Cantonese speakers better understanding 
German utterances [2]. While valence judgments aligned, agreement on activation and dominance varied. Expanding our research, 
we collected attitudinal expressions in Hindi[3]. Our study compares these with the earlier experiments involving German stimuli. 
Interestingly, many Hindi-speaking participants used English to assess attitudes, prompting us to draw on emotional analysis of 
English words by Warriner et al. [4]. Despite differences in terminology, their rating scale provided finer granularity than ours. 
While valence values correlated highly between the systems, activation/arousal and dominance correlations were weaker. Our 
reference system, however, showed a moderate correlation between activation and dominance. Although numerical values aren't 
directly comparable to earlier studies, mapping responses onto the same reference system mitigated these limitations. This system, 
grounded in perceptual tests with a large subject pool, offers higher granularity than expert judgments. Multidimensional analysis 
revealed a primary dimension akin to "unpredictability," but also showed that prosodic expressions clustered around the dichotomy 
of assertive/interrogative. 

II. STIMULI AND EXPERIMENTAL DESIGN 
In prior publications [1][2], we outlined our methodologies for capturing attitudinal expressions, a summary of which follows. We 
employed scripted dialogues to elicit 16 distinct attitudes, each portrayed through exchanges between presenter and experimenter. 
These dialogues generated target phrases—either "a banana" or "Mary was dancing"—in the presenter's language, which were then 
recorded as short video clips for subsequent perceptual tests. For the experiment involving the Hindi corpus, we selected the top-
rated male and female presenters from previous studies, resulting in 128 auditory-visual stimuli. Additionally, a subset of 32 stimuli 
was created in reduced modalities: audio-only and silent video. These stimuli were presented to participants via an online survey on 
the PsyToolkit server [5][6]. After an introductory explanation in either Hindi or German, participants viewed the stimuli in 
randomized order, providing verbal judgments via text input. Each stimulus could be replayed once, and a progress bar aided 
orientation. In the experiment with German-speaking subjects, 160 stimuli were presented randomly from the total of 192. Thirty-
four participants, mostly students aged 19-34, completed the task in 40 to 60 minutes. Responses were collected and categorized 
based on the participants' native languages and the modalities of stimuli. Similarly, in the experiment with Hindi-speaking 
participants, the number of stimuli presented in one session was reduced to 80, with participants required to complete the 
experiment twice to cover all 160 stimuli. Participants, mostly students from IIT Roorkee and IIT Bombay, completed the task in 15 
to 30 minutes. Responses, predominantly in English, underwent translation and verification for accuracy and relevance to the 
intended attitude. The replies in German were translated to English. After corrections, unique terms were extracted and mapped 
onto a scale for analysis. Attitude distributions were analyzed using Multiple Factor Analysis[7][8], revealing five main dimensions 
that explained approximately 65% of the total variance. A hierarchical clustering algorithm further grouped attitudes into five 
clusters based on these dimensions. 

III. RESULTS AND CONCLUSIONS 
We computed mean values of valence, arousal, and dominance for response terms, mapping the attitudes in a three-dimensional 
emotional space. Table 1 displays average values for all 16 attitudes in the AV condition for both German and Hindi raters in the 
Hindi corpus. Notably, attitudes like ADMI rank highest in valence, while CONT and IRRI are perceived as most negative, 
consistent with previous findings. Arousal tends to be low overall, with attitudes like DECL and SINC eliciting the least arousal. 
Conversely, attitudes like DOUB and IRRI rank higher on the arousal scale. Perceivers feel most in control with positive attitudes 
like POLI and ADMI, while attitudes like DOUB and UNCE imply insecurity. Hindi speakers tend to rate positive attitudes higher 
in valence compared to German speakers (red in Table 1). Group differences are significant across all emotional dimensions (p < 
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.001). We will now examine the similarities and differences between the two rater groups. To that end we performed a multi-
variate GLM-based analysis of the dependent variables valence, arousal and dominance. As independent factors we introduced 
the type of attitude, the language of the rater, and the modality.  

 
Table 1: Valence/Arousal/Dominance values for sixteen 

attitudes for German and Hindi raters.  
Results show that all three factors and some of their combinations have a 
highly significant influence on the three emotional dimensions, though for 
space reasons we omit the details here. We also examined the agreement 
between rater groups by comparing the stimulus-wise results. To that end 
we step away from the originally intended attitudes and evaluate the three 
emotional dimensions associated with how the perceivers interpreted those 
stimuli. We calculated means and standard deviations of valence, arousal 
and dominance for each stimulus in our experiments as a function of the 
rater group and yielded Pearson’s r of the stimulus-wise judgements to 
examine the agreement between the two rater groups. For comparison, we 
also calculated split-correlations inside the German and Hindi speaking 
groups on the Hindi stimuli. The results can be seen in Table 2. The 
agreement is obviously higher on Hindi data than on German data. One 
reason for the difference may be the smaller number of presenters in the 
Hindi experiment (N=8) as compared to the German one (N=15). Kruskal-
Wallis test of independent samples reveals significant differences between 
audio-only (AU) presentation and AV and VI modalities, valence tends 
towards neutrality when the face is not visible. 

attitude abbrev- 
iation 

V 
Ger 

A 
Ger 

D 
Ger 

V 
Hin 

A 
Hin 

D 
Hin 

admiration ADMI .33 -.02 .21 .51 .13 .30 
arrogance ARRO -.28 -.08 -.06 -.29 -.04 -.01 
authority AUTH -.05 -.18 .07 -.00 -.19 .18 
contempt CONT -.28 -.10 -.10 -.25 -.10 -.03 

neutral statement DECL .04 -.25 .11 .06 -.25 .22 
doubt DOUB -.06 -.02 -.05 .07 .00 -.02 
irony IRON -.05 -.11 .01 -.04 -.08 .03 

irritation IRRI -.24 -.05 -.06 -.26 .01 -.03 
obviousness OBVI .00 -.18 .08 .07 -.18 .18 
politeness POLI .32 -.24 .30 .40 -.14 .38 

neutral question QUES .00 -.11 .02 .10 -.13 .07 
seductiveness SEDU .19 -.09 .14 .35 .04 .23 

sincerity SINC .20 -.31 .24 .20 -.24 .30 
surprise SURP .12 .04 -.00 .27 .12 .05 

uncertainty UNCE -.21 -.11 -.13 -.22 -.12 -.13 
walking-on-eggs WOEG -.22 -.16 -.12 -.24 -.10 -.11 

 
total -.01 -.12 .04 .04 -.08 .10 

Arousal is slightly reduced in AU condition for most attitudes, while dominance 
increases. MFA-based clustering analysis reveals distinct groups of attitudes. 
Cluster #1: DOUB and SURP, characterized by terms like shock, surprise, and 
doubtful. Cluster #2: QUES, UNCE, and WOEG, characterized by terms like 
unsure, hesitant, and worried. Cluster #3: ADMI, IRON, SEDU, characterized by 
terms like praise, happy, and delighted. Cluster #4: ARRO, CONT, IRRI, 
characterized by terms like irritation, arrogance, and rude. Cluster #5: AUTH, 
DECL, OBVI, POLI, SINC, characterized by terms like confident, calm, honest. 

Table 2: Stimulus-wise intra- and inter-rater group 
correlations (Pearson’s r), top: Hindi stimuli, bottom: 

German stimuli. 
rater groups compared valence arousal dominance 

German split 0.860 0.777 0.875 
Hindi split 0.803 0.758 0.747 

German:Hindi 0.828 0.802 0.834 
German split 0.799 0.684 0.765 

Hindi:German 0.671 0.570 0.683 

This shows that in fact the sixteen attitudes overlap and many cannot be differentiated without additional information such as 
specific wording or even familiarity with the speaker. The analysis based on lemmas highlights a significant distinction mirroring 
the main axis of the MFA analysis. Clusters #1 and #2 contrast with clusters #4 and #5, representing expressions of interrogation, 
uncertainty, or doubt versus politeness, assertion, and authority. This parallels a linguistic and communicative function where 
interrogative and assertive utterances oppose each other. This dimension reflects the appraisal of novelty and unpredictability 
versus expectedness or familiarity, emphasizing the intertwining of attitudes in both emotional and linguistic systems. Using a 
lemma base created from text, not audio-visual stimuli, has limitations, especially with translation. However, we verified, that 
even after translation, 85% of the variance was preserved. While direct polling of valence/arousal/dominance values from 
perceivers could avoid term translation, it would not allow for the semantic analysis presented here and would increase 
experimental costs with multiple tasks for subjects. 
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One of the key factors contributing to EFL/ESL teachers’ uncertainty and/or unwillingness to address pronunciation in their 

classes has been a lack of teacher training in phonology and/or pronunciation pedagogy [1], [2], [3], [4]. Even in contexts where 

pronunciation training occurs, there are still some unresolved aspects. For instance, teacher training in pronunciation pedagogy in 

the Australian context proved effective in the short run, particularly in increasing teacher trainees’ confidence. However, in the 

long run, not all changes were sustained in teachers’ classroom practices [5]. Another research study from Canada showed that 

certain aspects of pronunciation teaching tended to be avoided, such as the transition from more to less controlled pronunciation 

practice [6]. 

 
 The aim of the current study was to investigate how teacher training received at the beginning of student teachers’ education 

paths influenced their prospective teaching careers. The respondents were primary English teachers who successfully completed 
four semesters of English phonetics and phonology at the Faculty of Education in Prague, including half a semester dedicated to 
pronunciation peer-teaching [7]. The pronunciation activities conducted in front of their peers followed an identical structure. The 
obligatory parts included a lead-in, where the topic had to be introduced interactively with pupils’ active involvement, and 
pronunciation practice, which could be oriented either perceptually, productively, or both. The submission of a detailed activity plan 
was required.  The peer-teaching sessions were recorded in the spring of 2014 and were scrutinized and analysed ten years later. 
Seven participants agreed to watch and critically reflect on their own micro-teachings. Through stimulated recall interviews, 
insights into the teachers’ rationale, feelings underlying their actions, and suggestions for improvement were captured. 

The preliminary findings suggest that although the respondents consider pronunciation teaching at the primary level important 

and attempt to integrate it into their classes, they face constraints on the amount of time available for it. Their reflections primarily 

emphasized general didactic principles, such as the importance of clear instructions, appropriate timing or language use, rather 

than focusing on specific features of the English sound system. Further interviews are planned to gain more data. 
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I. INTRODUCTION 

The characteristics of spontaneous speech may be influenced by several factors, including the emotional state of the speaker [1], 

e.g., anxiety [2], together with a special form of anxiety, foreign language anxiety (FLA) [3]. The realization of the vowel-like 

hesitations, and thus their timbre, differ between languages: in Spanish, the most common vowel-like hesitation is [e]-like sound 

[4], while in Hungarian it is [ə]-like sound [5]. In Spanish (L2) utterances of speakers showing FLA, compared to speakers not 

showing FLA, [ə]-like hesitations are more frequent [6], whereas the [e]-like hesitations are absent [7]. The aim of this pilot study 

is to analyze vowel-like hesitations in Hungarian native speakers’ Hungarian and Spanish (L2) utterances. The question is how the 

timbre of the [e]- and [ə]-like hesitations in Spanish (L2) varies depending on whether the speaker is showing FLA. A further 

question is to what extent these hesitations in Spanish (L2) utterances differ in timbre from those in Hungarian (L1) and from 

reference data of [e]-like hesitations of native Spanish speakers [8]. Furthermore, if, unlike speakers showing FLA, speakers not 

showing FLA hesitate with [e]-like sound in Spanish (L2) [7], are their [ə]-like hesitations in Spanish more [e]-like? Our hypotheses 

are that (i) in Spanish (L2) utterances, the [ə]-like hesitations of speakers not showing FLA and speakers showing FLA differ in that 

the [ə]-like hesitations of the former’s are closer in timbre to the [e]-like hesitations, while the speakers showing FLA pronounce 

[ə]-like hesitations that are more different in timbre from the [e]-like hesitations; (ii) in Hungarian (L1) and Spanish (L2) utterances, 

the [ə]-like hesitations are more different in timbre for speakers not showing FLA than for speakers showing FLA; (iii) in Spanish 

(L2) utterances, speakers showing FLA pronounce more vowel-like hesitations than speakers not showing FLA, and the latter’s 

vowel-like hesitations are closer in timbre to [e]-like hesitations than the vowel-like hesitations of speakers showing FLA. 

II. METHODS 

The study, based on 36 audio recordings in Hungarian (L1) and Spanish (L2), included 9-9 women showing and not showing 

FLA. Informants were selected and grouped using an online questionnaire about their age, sex, level of language proficiency in 

Spanish, their possession of exam certificate and its level according to the Common European Framework of Reference (CEFR). In 

the questionnaire their level of FLA was also estimated through a test adapted from [3]. The speakers’ Spanish language proficiency 

was level B2 or higher (CEFR) and although not all of them lived in Spanish-speaking territories, all of them reported to use Spanish 

daily. In their spontaneous speech in Hungarian (L1) and in Spanish (L2), the timbre of the vowel-like hesitations, and its two forms, 

i.e., [e]- and [ə]-like hesitations were analyzed by measuring the frequency values of the first and second formants. The vowel-like 

hesitations were categorized perceptually. A total of 582 vowel-like hesitations were analyzed. The measured frequency values were 

also compared with reference data [8] of the [e]-like hesitations of native Spanish speakers.  

III. RESULTS 

The number of elements of each form of vowel-like hesitations was uneven both in groups and in languages (TABLE 1). In 

Spanish, only speakers not showing FLA pronounced the [e]-like hesitation. However, vowel-like hesitations were the most frequent 

in the Spanish utterances of speakers showing FLA. According to the qualitative analysis, in Spanish (L2), there was a difference 

in the formant values of the [ə]-like hesitations in function of groups. The [ə]-like hesitations were more open acoustically in both 

speakers showing and speakers not showing FLA in Spanish (L2) than in Hungarian (L1), but, in addition, in speakers not showing 

FLA it was more palatal acoustically as represented in area of the vowel space (Fig. 1). Furthermore, the [e]-like hesitations in 

Spanish (L2) were closer in timbre to the reference data of Hungarian (L1) [ε] sound than to the one of the Spanish (L1) [e] -like 

hesitation or [e] sound in area of the vowel space. Statistical analysis showed that language had a significant effect on F1 (F(1, 18) 

= 9.6; p < 0.05), while different forms of hesitation and FLA did not. Accordingly, vowel-like hesitations were acoustically more 

open in Spanish (L2) than in Hungarian (L1). Further analysis showed that language and anxiety interacted to affect F2 (F(1,18) = 

7.4; p < 0.05), while only the language main effect was significant (F(1, 18) = 7.9; p < 0.05). Due to the unbalanced number of 

elements, the data was not allowed to be reliably subjected to statistical analysis. 

TABLE I.  NUMBER AND MEAN FREQUENCY (COUNT PER SYLLABLE) OF VOWEL-LIKE HESITATIONS 

  [ə]-like [e]-like vowel-like 

language FLA number frequency number frequency number frequency 

Spanish not showing FLA 63 0,009 63 0,009 126 0,017 
 showing FLA 300 0,056 0 0 300 0,056 

Hungarian not showing FLA 158 0,023 0 0 158 0,023 
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 showing FLA 111 0,014 0 0 111 0,014 

total 632 - 63 - 695 - 

 

Fig. 1.  Timbre of vowel-like hesitations and reference data (Hz) 

IV. CONCLUSIONS 

The results of the research corroborated our first hypothesis: the [ə]-like hesitations in Spanish (L2) utterances of speakers not 

showing FLA and speakers showing FLA differed in that the [ə]-like hesitations of speakers not showing FLA were closer in timbre 

to the [e]-like hesitations of native Spanish speakers [8] than those of speakers showing FLA. In contrast, the results did not 

corroborate out second hypothesis: the [ə]-like hesitations in Hungarian (L1) and Spanish (L2) utterances did not differ in timbre 

more for speakers not showing FLA than for speakers showing FLA. However, it is important to point out that the differences in 

the two groups were of a different nature: in Spanish (L2), the [ə]-like hesitations of speakers not showing FLA were not only more 

open acoustically, but also more palatal. The results also corroborated our third hypothesis: in Spanish (L2) utterances, speakers 

showing FLA not only pronounced more vowel-like hesitations than speakers not showing FLA, but the vowel-like hesitations of 

speakers not showing FLA were also closer in timbre to [e]-like hesitations than the vowel-like hesitations of speakers showing 

FLA. In summary, in Spanish (L2) utterances, the vowel-like hesitations of speakers not showing FLA are less “[ə]-like”, with a 

timbre closer to native Spanish speakers’ reference data of [e]-like hesitation than the vowel-like hesitations of speakers showing 

FLA. However, it is important to point out that when examined in Hungarian (L1) area of the vowel space, the [e]-like hesitations 

pronounced in Spanish (L2) are closest to the Hungarian (L1) [ε] sound. 
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I. INTRODUCTION 

Socio-economic group identities are indexed through all modes of verbal communication, and sociolinguistic variables are 
intermingled. Same forms may index various identities or meanings depending on both the social context as well as what other 
forms are present [1]. Studying such variability has its challenges such as finding representative speakers, creating a setting that 
elicits ‘natural’ speech and controlling variables stemming from the backgrounds and interpersonal dynamics between interlocutors. 
Self-supervised large-scale models trained on audio only data can remedy some of this: we can extract embeddings from a large 
audio dataset without the need for transcriptions and filter out variation that is not of interest for a specific question. The embedding 
spaces of these models have been shown to include various kinds of information about the audio signal regarding prosody and local 
phonetic features [2]. 

We present an approach for analyzing sociolinguistic variables in a large corpus of colloquial speech using latent space 
embeddings of a self-supervised speech model. Our aim was to investigate if our methodology corroborates previously posited 
claims (and rebuttals) of Finnish dialectal differences diminishing [3], and of sociolinguistic change being driven by young females 
[4]. Using dimensionality reduction and clustering techniques, we investigate sociolinguistic variables, not only in insulation but in 
how they interact. Our results show promise in quantifying sociolinguistic change in ‘wild’ data, complementing established 
methodology. 

II. DATA AND METHOD 

Lahjoita Puhetta (Donate Speech) [5] is a large corpus of spontaneous colloquial Finnish speech gathered online for AI research. 
It consists of ~3,200 hours of self-recorded speech from over 20,000 speakers including information about the speaker’s age group, 
gender, and a subjective judgement of the dialect they speak. We used a balanced subset of the corpus with male and female speakers 
aged 21-40, 41-60 and 61-100 from 16 dialect regions resulting in 108 speakers per dialect. 

We divided every speaker’s recordings into utterances at silence intervals and extracted 2048-dimensional embeddings for every 
speaker from a pretrained XLS-R model fine-tuned for language identification [6]. We used the original embeddings as well as linear 
discriminant analysis (LDA) to investigate the space. LDA utilizes class labels to transform the original space and yields a projection 
that minimizes within-class variance and maximizes between-class variance [7], filtering out information that does not contribute to 
variance between the given classes. We transformed the original space with LDA using dialects as classes. 

To examine interclass relationships in the latent spaces, we applied a hierarchical agglomerative clustering algorithm using mean 
vectors for each class. We also examined the within-dialect and between-dialect variance across age and gender categories to quantify 
sociolinguistic change. 

III. RESULTS AND DISCUSSION 

Clustering the dialects on the original XLS-R embeddings largely followed geographical relationships but the Southeastern 
dialects were clustered together with Southwestern dialects which goes against prior knowledge of Finnish dialect groups [8]. 
Transforming the space with LDA to three components showed clusters (Figure 1.) that perfectly follow geographical relationships. 

Quantifying variance on the LDA embeddings (see Figure 2.) points towards younger females having a more uniform way of 
speaking and on the other end, old males having most distinct dialectal differences. 
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Fig 1. Dialects clustered with 3 LDA components shows clear groupings on various levels that reflect geography (log distance). 

 
Fig 2. Within-dialect and between-dialect variances and their ratio by age and gender with three dimensional LDA embeddings using dialect labels 

Our results show that the self-supervised model’s latent space contains information about dialect, gender and age and that 
using LDA can reveal information about how gender and age influence dialectal change on a large scale. There seems to be a 
tendency for younger and female speakers having a more ambiguous distinction between dialects and older and male speakers 
showing a clearer separation. This is in line with earlier claims of dialects converging and of young females being at the forefront 
of sociolinguistic change. However, the model lacks interpretability and while its training data is audio only – and we averaged 

over multiple utterances and speakers – it is possible that there are traces of distinctive lexical information left on the embeddings. 

The current method shows promise for efficiently quantifying sociolinguistic change, for example, in low-resource languages 
where transcribed data might not be available. Utilizing LDA could also help when it is not possible to acquire data from several 
speakers of different genders or ages, as it can filter out, for example, gender differences in the space. 

When analyzing large datasets of noisy data with a model whose internal workings are opaque, there are any number of underlying 
variables that may affect our findings. In the future, investigating correlation between the XLS-R embeddings and acoustic and textual 
information will help us investigate what linguistic-phonetic sources of variation that reflect sociolinguistic change are present in the 
speaker embeddings. 
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I. INTRODUCTION 
While word-initial stops in Mandarin, English and Japanese are primarily cued by voice onset time (VOT) [1, p. 60], [2], [3, p. 

EL96], word-initial voiceless stops in these languages differ in lag patterns. Word-initial stops can be classified into three categories: 
voicing lead (−125 to −75 ms), short lag (0 to 25 ms), and long lag (60 to 100 ms) [4, p. 403]. Mandarin [pʰ, tʰ, kʰ] and English /p, t, 
k/ fall under the long lag category, and are produced by monolinguals with VOT values centering at 100 ms in Mandarin and 80 ms 
in English [5, p. 20]. In contrast, Japanese /p, t, k/, weakly aspirated, are produced by monolinguals with VOT values that fall between 
those of prototypical short lag and long lag stops [6, p. 75]. We observe a hierarchy of these voiceless stops: Mandarin [pʰ, tʰ, kʰ] 
exhibit longer VOT values than those of English /p, t, k/, which in turn exhibit longer VOT values than those of Japanese /p, t, k/. 

Previous studies on the production of word-initial stops by native Mandarin-speaking bilinguals and trilinguals have revealed 
two important findings. First, despite experiencing native language (L1) transfer, Mandarin bilinguals, even those with low 
proficiency in their second language (L2) English, appear to produce English voiceless stops with VOT values akin to those of 
native English speakers [7, p. 560]. Second, Mandarin trilinguals experience cross-linguistic phonetic interactions [8, p. 101]. To 
the best of our knowledge, no study has focused on the acquisition of L2 stops by Mandarin trilinguals who are advanced in both 
their L2 and L3. This study aims to fill this gap. Our research question is, how do Mandarin trilinguals, who are advanced in both 
their L2 English and L3 Japanese, produce English word-initial voiceless stops? We hypothesize that the performance of the 
Mandarin trilinguals will reflect the phonetic interference from both their L1 Mandarin and the later acquired L3 Japanese. 

II. METHOD 
Thirty-one Mandarin trilinguals, 34 Mandarin bilinguals and 34 Japanese bilinguals formed the MT, MB and JB groups, 

respectively, participating in the production experiment. The MT group, consisting of international students at a Japanese university, 
had an average 3.69-year residency in Japan. Their average age of acquisition was 6.9 years for English and 18.39 years for Japanese. 
Regarding language proficiency, they scored higher than 85 on a TOEFL iBT test (CEFR B2-C1 level) and passed the Japanese 
Language Proficiency Test N1 level. The MB and JB groups, university students from Shanghai and Tokyo, respectively, both had 
L2 English levels ranging from beginner to intermediate (CEFR A1-B2 level). The production material included nine English words 
(i.e., panda, Paris, parrot, taxi, tablet, tango, candy, camel, and carrot), where the target stops /p, t, k/ occur at the onsets of their 
first syllables. The participants produced these words using a carrier sentence “The target word is ___.” 

In total, we collected 2673 valid productions (99 participants * 9 words * 3 repetitions). Using Praat to segment the VOT values 
of the target stops, we selected the zero-crossing points and relied primarily on the waveforms and secondarily on the vowel formants 
to pinpoint the boundary between the stop and its following vowel. One linear mixed model (LMM) was applied to these VOT 
values (the dependent variable) in R. The fixed factor of the LMM was Group (three levels: MT, MB, and JB). The random intercepts 
were Participant and Stimulus. We assessed the main effects of the fixed factor and performed the post-hoc comparison of contrasts. 

III. RESULTS 
The descriptive statistics are illustrated with boxplots (Fig. 1). The average VOT values of each English stop produced by the 

MT, JB, and MB groups are as follows: /p/-64.0, /t/-65.3, /k/-74.2 ms by the MT group; /p/-49.5, /t/-52.3, /k/-68.1 ms by the JB 
group; /p/-75.0, /t/-75.2, /k/-83.4 ms by the MB group. Regarding statistical analysis, the LMM results indicated significant main 
effects on Group (χ² (2) = 35.7, p < 0.001), with a large effect size (η² = 0.17). The post-hoc analysis, as detailed in Table 1, revealed 
a nuanced hierarchy: the Mandarin bilinguals produced L2 English word-initial voiceless stops with significantly longer VOT values 
than those of the Mandarin trilinguals, which in turn were longer than those of the Japanese bilinguals. 

IV. DISCUSSION AND CONCLUSION 
First, the VOT values of the English /p, t, k/ produced by the Mandarin trilinguals were significantly longer than those of the 

Japanese bilinguals, suggesting that the trilinguals were influenced by the phonetic system of their L1 Mandarin. Native Mandarin 
speakers produce the Mandarin [pʰ, tʰ, kʰ] with significantly longer VOT values ([pʰ]-104.9, [tʰ]-104.4, [kʰ]-103.1 ms) [9, p. 772] 
than those of the Japanese /p, t, k/ produced by native Japanese speakers (/p/-22, /t/-28, /k/-47 ms) [10, p. 70]. Carrying over the 
Mandarin production patterns into the production of L2 English stops, the Mandarin trilinguals exhibited significantly longer VOT 
values compared to those of the Japanese bilinguals. 
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Fig. 1. VOT distributions of the English stops produced by the MT, JB, and MB groups. 

TABLE I.  SUMMARY OF THE RESULTS OF THE POST-HOC TEST COMPARING THE MT, JB, AND MB GROUPS 

Group Estimate SE df t ratio p value 

MT vs. JB 0.53 0.16 96 3.14 0.0067* 

MT vs. MB −0.45 0.16 96 −2.69 0.0249* 

JB vs. MB −0.98 0.16 96 −5.97 < 0.001* 

Notably, the Mandarin trilinguals produced the English /p, t, k/ with significantly shorter VOT values than the Mandarin 
bilinguals, indicating that the trilinguals experienced phonetic interference from their L3 Japanese. Based on the category formation 
process proposed by the SLM-r [11, pp. 40-41], we speculate that the trilinguals, with extensive exposure to Japanese, might have 
discovered the phonetic differences between the voiceless stops in L3 Japanese and L1 Mandarin. Specifically, as the trilinguals 
modified their realization rules to attune to the new L3 stops they had heard and seen in meaningful conversations, they might have 
noticed that these stops carry phonetic features, such as the articulatory features of moderately aspirated voiceless stops, resembling 
their corresponding stops in L2 English, which are markedly different from those in L1 Mandarin. Consequently, the trilinguals 
experienced the L2 English voiceless stops shifting toward the corresponding stops in L3 Japanese, establishing a composite L2-L3 
articulatory category that maintained phonetic contrast with the articulatory category for stops in L1 Mandarin. Therefore, the VOT 
values of the English voiceless stops produced by the Mandarin trilinguals, ‘compromise’ VOT values carrying the articulatory 
features of stops in Japanese, were significantly shorter than those produced by the Mandarin bilinguals. 

In summary, the results supported our hypothesis: the performance of the Mandarin trilinguals in L2 English revealed that they 
experienced phonetic interference from their L1 Mandarin and, more importantly, from their later-acquired L3 Japanese. 
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