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Constructional alternations

● Constructional alternations = alternative linguistic means used to 
designate the “same” concept or linguistic function

● The  language user can choose among a variety of grammatical and 
lexical items to construe an experience or a situation

● Even if two linguistic units do express broadly the same function, they 
do it in different ways: they allow for a different construal of the same 
situation (the no-synonymy hypothesis)



Modelling native speakers’ preferences

● An issue that has received substantial amount of attention: Bresnan (2007), 
Bresnan et al. (2007), Bresnan & Ford (2010), Arppe & Abdulrahim (2013), 
Divjak et al. (2016); see Klavan & Divjak (2016) for an overview

● Multivariate analyses = corpus-based + experimental research
● A number of variables that significantly affect subjects’ preferences across a 

range of different paradigms and languages (syntactic, semantic, discourse)
● Overall: subjects’ preferred choices reliably pick out the same choices made in 

the original corpus sample => a high and significant correlation between the 
proportions of selected constructions and the matching corpus-based 
probability estimates



OUR CASE STUDY
Morpho-syntactic alternation from Estonian: 
adessive case (ex 1) vs peal ‘on’ (ex 2)



Predictors that play a role in 
non-standard, spoken Estonian:

● semantic predictors (e.g. type 
and mobility of the Landmark, 
type of verb used in the 
construction) 

● morphosyntactic predictors 
(e.g. length, complexity) 

● dialect  
● individual speakers

Klavan, Jane, Maarja-Liisa Pilvik, and Kristel Uiboaed. 2015. The Use of Multivariate Statistical Classification Models for Predicting 
Constructional Choice in Spoken, Non-Standard Varieties of Estonian. SKY Journal of Linguistics 28.

Adessive vs peal 



Adessive vs peal (Klavan, J. aop. Pitting corpus-based classification 
models against each other: A case study for predicting constructional choice in 
written Estonian. Corpus Linguistics and Linguistic Theory)
)



Our research question: what about frequency?

● the extent to which speakers’ preferences 
correlate with usage frequencies as attested in 
corpora

● which out of a number of competing frequency 
metrics that have wide currency in 
psycholinguistics and corpus-based cognitive 
linguistics is best suited to predict native 
speaker behaviour?

○ in a forced choice task
○ in an acceptability rating task



Ellis, Nick C. 2002. Frequency effects in language processing. A review with 
implications for theories of implicit and explicit language acquisition. Studies in 
Second Language Acquisition, 24, 143 - 188.

“Frequency plays a large part in explaining sociolinguistic 
variation and language change.”

“Learners’ sensitivity to frequency in all these domains has 
implications for theories of implicit and explicit learning and 

their interactions.”

(Ellis 2002: 143)
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Exp 1: Forced choices Exp 2: Acceptability ratings
● Stimuli: 30 sentences from 

annotated corpus sample (Klavan 
2012)

● Participants: 96 native speakers 
of Estonian were recruited via the 
Internet using social media
○ randomly assigned to one of 

the four versions
○ 47 male participants
○ ranged in age from 18 to 54 

(mean 29, SD = 9.5)

● Stimuli: same 30 items; 2 
alternative sentences construed

● Participants: 98 native speakers 
of Estonian were recruited via the 
Internet using social media

● randomly assigned to one of the 
eight lists (~ 12 participants per 
list)

● 48 male participants
● ranged in age from 15 to 66 (mean 

31, SD = 10.7)

Klavan, Jane & Ann Veismann. 2017. Are corpus-based predictions mirrored in the preferential choices and ratings of native speakers? 
Predicting the alternation between the Estonian adessive case and the adposition peal ‘on’. ESUKA – JEFUL, 8 (2), 59−91



● an alternative paraphrase was constructed for each sentence 
● both alternatives were presented together with the original context
● each subject completed the task with the same 30 sentences
● Instructions: “Which of the two constructions suits into the blank 

better?”



Instructions: “Rate the 
naturalness of the phrase 
between the square 
brackets on a 10-point scale 
ranging from very strange to 
completely natural”

It was decided not to show 
both alternatives to one and 
the same participant
● 60 experimental items 

were divided into two 
lists of 30 items each



General predictions & assumptions

● Language users’ preferences are influenced by the relative 
frequencies with which certain nouns appear with different locative 
cases and postpositions
○ Frequency is predictive of the speakers’ choices and ratings in the 

experimental studies of adessive vs peal ‘on’
● Assumption: such information is acquired through experience with 

input that exhibits distributional properties (Ellis 2002: 144)
● “The effects of frequency in input are modulated by the need to 

simultaneously satisfy the constraints of all other constructions that are 
represented in the learner’s system.” (Ellis 2002: 145)

12



Which frequency measures? 
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A wide variety of measures are available: 
● Token frequencies (cf. exemplar-based theories)
● Analysis of contingency (e.g. collocation and collostructional metrics) => widely 

used in the corpus-linguistic community (Gries & Stefanowitsch 2004, Schmid 
& Küchenhoff 2013)

● Information-theoretic metrics (e.g. entropy and surprisal) => enjoy increasing 
popularity in psycho- and neurolinguistics circles (Hale 2016)

All metrics for the 30 experimental items were extracted from etTenTen13 (~ 260 
million words from 686,000 webpages in Estonian)



TOKEN FREQUENCIES

● ET_ADE_LOG: log transformed 
frequency of a word with the 
adessive construction in 
EtTenTen

● ET_PEAL_LOG: log 
transformed frequency of a 
word with peal construction in 
EtTenTen

● ET_WORD_LOG: log 
transformed frequency of a 
word in EtTenTen  



Mixed-effects (logistic) regression models

Frequency counts are highly correlated -> cannot be fitted to the data 
in a single model => 3 different models for the two datasets

1) Model 1a: CHOICE_CX ~ ET_ADE_LOG + (1|SUBJECT) + (1|WORD)

2) Model 1b: RATING ~ ET_ADE_LOG + (1|SUBJECT) + (1|WORD)

3) Model 2a: CHOICE_CX ~ ET_PEAL_LOG + (1|SUBJECT) + (1|WORD)

4) Model 2b: RATING ~ ET_PEAL_LOG + (1|SUBJECT) + (1|WORD)

5) Model 3a: CHOICE_CX ~ ET_WORD_LOG + (1|SUBJECT) + (1|WORD)

6) Model 3b: RATING ~ ET_WORD_LOG + (1|SUBJECT) + (1|WORD)  



Mixed-effects (logistic) regression models

Frequency counts are highly correlated -> cannot be fitted to the data with a single 
model => 6 different models:

1) Model 1a: CHOICE_CX ~ ET_ADE_LOG + (1|SUBJECT) + (1|WORD)

2) Model 1b: RATING ~ ET_ADE_LOG + (1|SUBJECT) + (1|WORD)

3) Model 2a: CHOICE_CX ~ ET_PEAL_LOG + (1|SUBJECT) + (1|WORD)

4) Model 2b: RATING ~ ET_PEAL_LOG + (1|SUBJECT) + (1|WORD)

5) Model 3a: CHOICE_CX ~ ET_WORD_LOG + (1|SUBJECT) + (1|WORD)

6) Model 3b: RATING ~ ET_WORD_LOG + (1|SUBJECT) + (1|WORD)  

None of the token frequency counts are significant in predicting speakers’ 
preferences



A different frequency measure: RATIO: ET_ADE_LOG/ET_PEAL_LOG

Model 4a: CHOICE_CX ~ RATIO + 
(1|SUBJECT) + (1|WORD)

Family: binomial  ( logit )

Formula: CHOICE_CX ~ RATIO + (1 | SUBJECT) + (1 | 
LEMMA)

 Fixed effects:

            Estimate Std. Error z value Pr(>|z|)    

(Intercept)   1.0032     0.6826   1.470 0.141646    

RATIO        -1.6297     0.4788  -3.404 0.000665 ***

Model 4b: RATING ~ RATIO + 
(1|SUBJECT) + (1|WORD)

Formula: RATING ~ RATIO + (1 | SUBJECT) + (1 | LEMMA)

Fixed effects:

            Estimate Std. Error      df t value Pr(>|t|)    

(Intercept)   7.6632     0.3313 35.3498  23.131   <2e-16 ***

RATIO        -0.3059     0.2126 26.8841  -1.438    0.162    





Analysis of contingency

● A wide variety of measures are available to determine the degree of 
association between a cue and an outcome, or, in the case of language, 
between a linguistic form and its function. 

● The following measures are among 
the most widely used 
(Gries & Ellis 2015: 23):
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Table 1. Schematic co-occurrence table of token frequencies 
for association measures (Gries & Ellis 2015: 236)

Observed 
frequencies Element y Other elements Totals

Element x a b a + b

Other elements c d c + d

Totals a + c b + d a + b + c + d = N

20



Table 1. Schematic co-occurrence table of token frequencies 
for association measures (Gries & Ellis 2015: 236)

N = corpus size (260,559,829)
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Observed 
frequencies

Element y = laud 
‘table’ Other elements Totals

Element x = ade a = 4745 b = 7595510 a + b = 7600255

Other elements c = 34976 d = 252924598 c + d

Totals a + c b + d a + b + c + d = N



● Calculating the collostructional strength

○ log-likelihood
● All computations were done with Gries’ R script for coll.analysis 3.2 (Gries, 

Stefan Th. 2007. Coll.analysis 3.2a. A program for R for Windows 2.x.)
● Fitting the mixed-effects models with the collostructional metrics as predictors 

-> the metrics are strongly correlated =>  different models
1) Model 1a: CHOICE_CX ~ ADE_COLL + (1|SUBJECT) + (1|WORD)

2) Model 1b: RATING ~ PEAL_COLL + (1|SUBJECT) + (1|WORD)

3) Model 2a: CHOICE_CX ~ PEAL_COLL + (1|SUBJECT) + (1|WORD)

4) Model 2b: RATING ~ PEAL_COLL + (1|SUBJECT) + (1|WORD)

Collostructional metrics
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○ log-likelihood
● All computations were done with Gries’ R script for coll.analysis 3.2 (Gries, 

Stefan Th. 2007. Coll.analysis 3.2a. A program for R for Windows 2.x.)
● Fitting the mixed-effects models with the collostructional metrics as predictors 
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1) Model 1a: CHOICE_CX ~ ADE_COLL + (1|SUBJECT) + (1|WORD)

2) Model 1b: RATING ~ PEAL_COLL + (1|SUBJECT) + (1|WORD)

3) Model 2a: CHOICE_CX ~ PEAL_COLL + (1|SUBJECT) + (1|WORD)

4) Model 2b: RATING ~ PEAL_COLL + (1|SUBJECT) + (1|WORD)

None of the collostructional metrics are significant in predicting speakers’ 
preferences

Collostructional metrics



RATIO: ET_ADE_LOG/ET_PEAL_LOG

Model 4a: CHOICE_CX ~ RATIO + 
(1|SUBJECT) + (1|WORD)

Family: binomial  ( logit )

Formula: CHOICE_CX ~ RATIO + (1 | SUBJECT) + (1 | 
LEMMA)

 Fixed effects:

            Estimate Std. Error z value Pr(>|z|)    

(Intercept)   1.0032     0.6826   1.470 0.141646    

RATIO        -1.6297     0.4788  -3.404 0.000665 ***

Model 4b: RATING ~ RATIO + 
(1|SUBJECT) + (1|WORD)

Formula: RATING ~ RATIO + (1 | SUBJECT) + (1 | LEMMA)

Fixed effects:

            Estimate Std. Error      df t value Pr(>|t|)    

(Intercept)   7.6632     0.3313 35.3498  23.131   <2e-16 ***

RATIO        -0.3059     0.2126 26.8841  -1.438    0.162    



Adessive vs peal (Klavan, J. aop. Pitting corpus-based classification 
models against each other: A case study for predicting constructional choice in 
written Estonian. Corpus Linguistics and Linguistic Theory)
)



Formula: CHOICE_CX ~ LMLENGTH + LMMOBILITY 
+ LMCOMPLEXITY +  RATIO + (1 | SUBJECT) + (1 | 
LEMMA) 

Formula: RATING ~ LMLENGTH + LMMOBILITY + 
LMCOMPLEXITY + RATIO + (1 | SUBJECT) + (1 | 
LEMMA)



Discussion: type vs token frequencies

● “Recent work shows that in syntax, as in phonology, the productivity of 
pattern depends on type frequency of the construction”. (Ellis 2002: 
145)
○ adessive = 7,600,255 tokens in etTenTen13 (274,688 types)
○ peal = 59,873 tokens in etTenTen13 (9,759 types)

● cf. present-day written language (Klavan 2012): 
○ adessive = 450 tokens (255 types)
○ peal = 450 tokens (209 types)

● Speakers seem to be attuned to the global frequencies of the two 
constructions
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Results: forced choice data



Results: acceptability ratings ade Mean = 8.05 SD = 2.8

peal Mean = 6.64 SD = 3.2



Discussion: issues when counting frequencies
● What to count as the adessive construction? Adessive in the locative 

function vs other functions

Observed 
frequencies

Element y = laud 
‘table’ Other elements Totals

Element x = ade a = 4745 b = 7595510 a + b = 7600255

Other elements c = 34976 d = 252924598 c + d

Totals a + c b + d a + b + c + d = N

7,600,255 = the total number 
of all of the adessive tokens in 
the corpus
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The adessive construction = frequency of what?

31
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Conclusions

● Language users’ preferences are influenced by the relative 
frequencies with which certain nouns appear with different locative 
cases and postpositions (ratio of freqade+word / freqpeal+word)
○ => artefact of the experiment?

● Different linguistic tasks might be more or less susceptible to quantitative 
effects (McConnell & Blumenthal-Dramé, in revision 2018)

○ For example, tasks that encourage subjects to attend closely to individual linguistic units are 
likely to disrupt statistical links between units

○ Tasks that highlight the competition between two alternants might be particularly sensitive to 
metrics comparing the likelihood of these alternants (cf. the effect of ratio)



We need follow-up experiments (work in progress)

● Different metrics (comparing backwards and forwards looking metrics)
○ Prediction: forward looking metrics are more relevant in online processing 

tasks than in off-line tasks
● Using fillers => making the competition of two constructions less salient

○ Prediction: metrics taking into account the whole probability distribution 
between words and constructions (not only the competing ones) become 
significant (e.g. entropy)

● Quantifying not only associations between words and constructions, but words 
and the constructional functions
○ Cf. the polysemy of the adessive case (manual coding)
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