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Why linguistic methodology?
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● It is the best of times:
○ Many new methods for data collection and data analysis (e.g. 

statistical modelling)
○ The age of digitalisation and “big data”

● It is the worst of times:
○ We lack sufficient understanding of what is the nature of the data 

obtained via the various methods
○ We lack sufficient understanding of what are the underlying 

assumptions about language made by various algorithms

Doing linguistics during the “quantitative turn” 
(2016 Special Issue in Cognitive Linguistics, edited by Divjak, Levshina & Klavan)



Why constructional alternations?



Constructional alternations

● Constructional alternations = alternative linguistic means used to 
designate the “same” concept or linguistic function

● The  language user can choose among a variety of grammatical and 
lexical items to construe an experience or a situation

● Even if two linguistic units do express one and the same function, they 
do it in different ways: they allow for a different construal of the same 
situation (the no-synonymy hypothesis)

● We may assume that speakers’ choice between alternative forms is 
influenced by a multitude of factors: semantic, syntactic, 
morphological, phonological, discourse-related, and lectal features



“There is always 
a choice”

(Terry Pratchett. 2004. Going Postal)



“... an expression imposes a 
particular construal, reflecting just 
one of the countless ways of 
conceiving and portraying the 
situation in question.”

“The term construal refers to our 
manifest ability to conceive and 
portray the same situation in 
alternate ways.”

Langacker, R. 2008. Cognitive Grammar: A Basic 

Introduction. Oxford: OUP. 



Two studies on a constructional 
alternation in Estonian



(Viitso 2003: 33)



Adessive case vs peal ‘on’ in Estonian



ADESSIVE (-l)

LOCATION (on): 
Raamat on laua-l.
book.NOM be.3SG table-ADE
“The book is on the table.”

TEMPORAL: 
Professori loeng on esmaspäeva-l. 
professor.GEN lecture.NOM be.3SG Monday-ADE
“Professor’s lecture is on Monday.”

POSSESSION: 
Professori-l on uus raamat.
professor-ADE be.3SG new.NOM book.NOM
“The professor has a new book.”



● extraction of contextual data, i.e. semantic and morpho-syntactic 
information found within clause boundaries, from the corpus of 
present-day written Estonian

● random sample of 900 occurrences (450 per construction)
● fiction (108 authors) and newspaper texts from 1980s to 2000s

○ the Morphologically Disambiguated Corpus (MDCE 2015, size 215,000 
words)

○ the Balanced Corpus of Estonian (BCE 2015; size 10 million words)

Data from Klavan (2012)



Data from Klavan (2012)





Two studies:
1. Prediction accuracy of men and 

machines (Klavan to appear)
2. Ratings vs acceptability judgements 

(Klavan & Veismann 2017)



Background: Klavan (2012)

Klavan (2012) fitted a binary logistic 
regression model to the corpus 
data in order to determine which of 
the variables are more decisive 
and predictive for the choice 
between the two constructions



● Given that we are we are predicting a choice between two 
near-synonyms & both alternatives can be used in all of the studied 
contexts:
➢ Is it realistic to hope for classification accuracy above C = 0.76?
➢ How good is human classification behaviour?

C = 0.5 – no discrimination 0.5 < C < 0.7 – poor discrimination
 0.7 ≤ C < 0.8 – acceptable discrimination 0.8 ≤ C < 0.9 – excellent discrimination

C ≥ 0.9 – outstanding discrimination
(Hosmer et al. 2013: 177)

Background: Klavan (2012)



Study 1: Prediction accuracy of 
men and machines
Klavan, J. to appear. Pitting corpus-based 
classification models against each other: A case 
study for predicting constructional choice in 
written Estonian. Corpus Linguistics and LInguistic 
Theory.



1. The performance of alternative statistical modelling techniques is 
compared by pitting them against each other on one and the same 
dataset (Baayen et al. 2013, Theijssen et al. 2013, Baayen 2011)
➢ classification is similar across the different techniques

2. The performance of a corpus-based model is explicitly compared to the 
classification behaviour of native speakers in (psycho)linguistic 
experiments (Bresnan 2007, Bresnan et al. 2007, Divjak et al. 2016, 
Arppe & Abdulrahim 2013)
➢ the performance of the corpus-based model, by and large, reflects 

human behaviour

Study 1: Previous studies



● Two distinct modelling techniques (mixed-effects logistic regression & 
Naive Discriminative Learning) are applied to predict the choice 
between two constructional alternatives in written Estonian

● Human performance in the forced choice task
● Two aims: 

1. to compare the classification accuracy of both models in order to 
assess their usefulness in modelling constructional choice

2. to set the upper and lower boundaries for human classification 
behaviour and to compare it to the performance of corpus-based 
models

Study 1: Prediction accuracy of men and machines



Study 1: Research question

● The central idea is to have both the machine classifiers and 

native speakers perform one and the same task in an equally 

artificial setting on one and the same set of data

How well do corpus-based models perform compared to 
each other and compared to native speakers?



● uses an algorithm that 
maximize likelihood using 
optimization techniques

● do  humans exhibit 
(near-)otpimal behaviour? 
(Milin et al. 2016: 508)

● one of the best classifiers 
available

● a classifier that provides a cognitively 
grounded framework for 
classification

● uses an algorithm that makes use of 
the Rescorla-Wagner rule (Rescorla 
& Wagner 1972) which defines how a 
system learns from its own errors 
and iteratively corrects the 
erroneous predictions for upcoming 
events (Milin et al. 2016)

Mixed-effects logistic regression 
(Pinheiro & Bates 2002)

Naive Discriminative Learning (NDL) 
(Baayen 2011, Milin et al. 2016)



Study 1: Model building

● model formula for NDL:

CONSTRUCTION ~ RELTYPE + LMTRSIZE + TYPE + LMANIMACY + LMWC + LMNR + 
SYNFUN + TRANIM + TRMOBILITY + TRNR + TRCASE + TRTYPE + CLAUSE + 
LENGTH + COMPLEXITY + MOBILITY + VERBGROUP + TRWC + POSITION + 
WOPOSITION + LEMMA

● model formula for mixed-effects logistic regression:

CONSTRUCTION ~ LENGTH + COMPLEXITY + MOBILITY + TRWC + (1|LEMMA)



Study 1: Evaluation of model fit

*Overall accuracy = cross-tabulating the two possible outcomes by high and low probabilities based 
on a cut-off point set at 0.5; the model makes a correct prediction if the estimated probability for peal 
construction is greater than or equal to 0.5 and the peal construction was actually observed in the 
data
**Overfitting is detected by the NDL: under ten-fold cross-validation, C value ranges from 0.69 to 
0.84 (mean = 0.76), and accuracy from 66% to 78% (mean = 71%).











Study 1: Corpus-based results (machine vs machine)

Study 1 reflects the findings of the previous studies 
comparing alternative modelling techniques on one and 
the same data (Baayen 2011):

● models perform at an almost comparable level in terms of classification 
accuracy

● the ranking of the predictors differs



The two models provide a good fit:

● the fit is not outstanding, but we are predicting a choice 

between two near-synonyms

● relatively similar underlying probabilities are only to be 

expected since, in principle, both alternatives can be used in all 

of the studied contexts

Study 1: Corpus-based results



● Is the best performing model necessarily a model 
that is cognitively plausible?
➢ As linguists  we are looking for a model that is sufficiently accurate 

while at the same time giving useful information about the 
linguistic phenomenon 

● Is native speaker performance as attested in a 
linguistic experiment comparable to the two 
corpus-based models?

Study 1: Corpus-based results



Study 1: Enter linguistic experiments



Study 1: Research question

● The central idea is to have both the machine classifiers and 

native speakers perform one and the same task in an equally 

artificial setting on one and the same set of data

How well do corpus-based models perform compared to 
each other and compared to native speakers?



Study 1: Classification behaviour of native speakers 
in a forced choice task (cf. Bresnan 2007, Divjak et al. 2016)

1. should native speaker performance be on a par with that of the model 
fitted to corpus data, we can add certainty to the conclusion that the 
model we have selected “has a good fit”; 

2. should native speaker performance be inferior to the corpus-based 
model, it may be suspected that the model is more complex than the 
actual reality; 

3. should native speaker performance be superior to the corpus-based 
model, there are most likely some important predictors missing from 
the model formula.



● 30 corpus sentences with a blank for the original construction followed 
by the two constructional alternatives

● the sentences represent the full probability scale: 
➢ the stimuli ranged from sentences where one construction was 

very probable (near-categorical preferences) to sentences where 
both constructions were equally probable (approximately equal 
probability estimates for both choices) according to the binary 
logistic regression model fitted by Klavan (2012) 

Study 1: Forced choice task 
(cf. Bresnan 2007, Divjak et al. 2016)



● an alternative paraphrase was constructed for each sentence 
● both alternatives were presented together with the original context
● “Which of the two constructions suits into the blank better?”
● items were pseudo-randomized
● four versions of the questionnaire to diminish potential order effects



Study 1: Participants & Procedure

● 96 native speakers of Estonian were recruited via the Internet using 
social media
○ randomly assigned to one of the four versions
○ 47 male participants
○ ranged in age from 18 to 54 (mean 29, SD = 9.5)

● each subject completed the task with the same 30 sentences
○ one sentence at a time, not possible to change their answers
○ ~ 10 minutes to complete it 



Study 1: Results of the forced choice task

● Analysis 1: classification accuracy of corpus-based models vs native 
speakers as a group
○ a direct comparison of how the corpus models performed 

compared to native speakers as a group
○ Which of the two corpus-based models performs closest to native 

speakers in terms of overall accuracy?
● Analysis 2: agreement at the level of individual items

○ graphical explorations allow us to assess the agreement between 
native speakers and the two corpus-based models at the level of 
individual experimental items



Study 1: Analysis 1 (cf. Divjak et al. 2016)

● 30 sentences used in the task are excluded from the corpus dataset
● corpus-models are trained on the remaining 870 sentences
● probability of the two constructions in the 30 sentences computed 

based on the re-fitted models
● “correct” response is taken to be the construction that is actually used 

in the original sentence
● chance performance is 15/30





● considerable individual variation (the scores range from 14 to 28 out of 30)
➢ Divjak et al. 2016: different participants rely on different features and 

collectively they have access to more information than any one 
individual alone

● corpus-based models are doing an exceptionally good job:
➢ chance: a different set of stimuli ->model performance lower?
➢ models more complex than the representations native speakers 

operate with?
● Both models are over-optimistic since their prediction accuracy is higher 

than that of native speakers as a group

Study 1: Results of Analysis 1 



Study 1: Analysis 2 

To compare the agreement between corpus predictions and native speaker 
choices for the set of 30 experimental items we can look at:

➢ the log of the ratio of adessive and peal choices for the forced choice 
task pitted against the probabilities of the two corpus models

* The log odds are calculated by hand; 1 is added to all counts before taking the log in order to 

avoid dividing by zero:

logit = log((number of adessive constructions + 1)/(number of peal constructions + 1))



Figure 5. The log odds (of adessive vs peal) for each of the 30 experimental items plotted against the 
respective corpus probabilities of the peal construction estimated by the mixed-effects regression model 
(upper panel) and the NDL-based model (lower panel)



● the default choice for native speakers is the adessive construction
➢ participants frequently chose the adessive construction for items 

where both the original as well as the predicted construction was the 
peal construction

Possible explanation:

● the adessive construction is 10 times more frequent than the peal 
construction (Klavan 2012: 182-183)

● native speakers are attuned to such global frequency information
● frequency information is not included the two corpus-based models

Study 1: Results of Analysis 2



Study 1: Results of the forced choice task

The two analyses reveal that:

● the native speakers as a group perform worse than the two 
corpus-based models with the performance of the NDL-based model 
closer to native speaker performance than the performance of the 
logistic regression model

● there is a high and significant correlation between the proportions of 
selected constructions and the matching corpus based probability 
estimates - as the probability of the construction rises, so does the 
proportion of selections of that construction



Summary of Study 1

● A probabilistic model based on richly annotated corpus data is superior 
to an average native speaker.

● Human performance is susceptible to variation, while machine 
performance (at least regression) aims for mathematical precision.

● For the field of linguistics to move forward we need multivariate 
corpus research coupled with experimentation and the implementation 
of more intricate modelling techniques that are cognitively more 
plausible (e.g. NDL; cf. Milin et al. 2016)



● In Study 1, the evaluation of native speaker performance is limited to a 
forced choice task.

● Other types of experimental data should ideally complement the 
results of the forced choice task.

What is the “gold” standard of human performance?



Study 2: ratings vs acceptability 
judgements
Klavan, J. & A. Veismann. (2017). Are Corpus-Based 
Predictions Mirrored in the Preferential Choices 
and Ratings of Native Speakers? Predicting the 
Alternation between the Estonian Adessive Case 
and the Adposition Peal ‘on’. ESUKA-JEFUL, 8-2, 
59-91.



Study 2: Original aims & research questions

● To evaluate the performance of a corpus-based mixed-effects logistic 
regression model by comparing the corpus-based predictions against 
the preferential choices and acceptability ratings of native speakers

● It is assumed that the predictions made by the corpus-based model are 
mirrored in the behaviour of native speakers

● RQ: Are corpus-based predictions reflected equally well in native speakers’ 
preferential choices and their ratings?
➢ If not, where and why do they diverge?



Study 2: Modified aim & research question

● To evaluate the performance of a corpus-based mixed-effects logistic 
regression model by comparing the corpus-based predictions against 
the preferential choices and acceptability ratings of native speakers

● RQ: 
➢ What are the upper and lower boundaries of human classification 

behaviour?
➢ Are the boundaries the same across the two types of off-line 

experiments?



Study 2: Acceptability ratings

● The experimental items used in the acceptability rating task were the 
same as the 30 items used in the forced choice task

● For each of the original experimental item an alternative paraphrase 
was constructed

● The adessive and peal constructions were separated from the rest of 
the sentence by square brackets

● It was explicitly stated in the instructions that the focus of the study is 
on the alternation between the adessive and peal



Study 2: Procedure

● “Rate the naturalness of the phrase between the square brackets on a 
10-point scale ranging from very strange to completely natural”

● it was decided not to show both alternatives to one and the same 
participant

● 60 experimental items were divided into two lists of 30 items each
● four versions of the two questionnaires to diminish potential order 

effects => 8 lists alltogether
● one sentence at a time, not possible to change their answers
● ~ 10 minutes to complete it 





Study 2: Participants & Procedure

● 98 native speakers of Estonian were recruited via the Internet using 
social media

● randomly assigned to one of the eight lists (~ 12 participants per list)
● 48 male participants
● ranged in age from 15 to 66 (mean 31, SD = 10.7)



Study 2: Results of the acceptability task

● Following Divjak et al. (2016) the raw acceptability ratings were 
residualised against participant and position of the experimental items 
in the experiment: 
○ Ratings were regressed on participant and position
○ The residuals from this regression were then used in subsequent 

data analysis
○ The residualised ratings were rescaled so that each participant 

used the entire scale (1 - 10). 



Study 2: Results of the acceptability task

● For the purposes of this presentation, the residualised mean ratings are 
taken to reflect the preferred “choices” of native speakers

● i.e. if the residualised mean rating of the adessive construction for itemi 
is higher than the residualised mean rating of the peal construction for 
the same item, the preferred “choice” is taken to be the adessive 
construction

● This crude approach allows us to compare native speaker 
“performance” across the two tasks and against corpus-based models





Agreement between choices and ratings

logit = log((number of adessive + 1)/(number of peal + 1))

logit = log(mean res. rating for adessive/mean res. rating for peal)



Summary of Study 2

● There is a strong positive correlation between the corpus-based 
probability estimates and the experimental data - as the probability of 
the peal construction rises, so does the mean residualised rating for the 
peal construction

● There is a strong correlation between choices and ratings
➢ however, there are also clear instances where the two diverge

● The results of both forced choice task and the acceptability rating task 
suggest that the default choice for native speakers is the adessive 
construction; something that is not included in the corpus-based 
models at the moment



Interim conclusions: 
why combine corpus-linguistic 
and experimental methods?



● corpus-based studies are necessary because they provide ecologically 
valid data 

● using advanced statistical modelling for a richly annotated corpus 
sample allows us to capture the speakers’ multivariate and probabilistic 
knowledge quantitatively

Why do corpus-based studies? 



● without behavioural (or experimental) data it would be very difficult if 
not impossible to provide an adequate assessment of a corpus-based 
model
➢ linguistic experiments are necessary to calibrate our corpus-based 

models - sometimes models are very accurate, and sometimes they 
appear to be accurate

● different types of experimental data give us access to different types of 
“behaviour” (important complementary information as to the nature of 
the linguistic phenomenon)

Why do linguistic experiments? 
(cf. Klavan & Divjak 2016, Divjak et al. 2016)



Avenues for further research



● It is the best of times:
○ Many new methods for data collection and data analysis (e.g. 

statistical modelling)
○ The age of digitalisation and “big data”

● It is the worst of times:
○ We lack sufficient understanding of what is the nature of the data 

obtained via the various methods
○ We lack sufficient understanding of what are the underlying 

assumptions about language made by various algorithms

Doing linguistics during the “quantitative turn” 
(2016 Special Issue in Cognitive Linguistics, edited by Divjak, Levshina & Klavan)
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